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Abstract

Polarization adds another dimension to the spatial intensity and spectral information typ-
ically acquired in remote sensing. Polarization imparted by surface reflections contains
unique and discriminatory signatures which may augment spectral target-detection tech-
niques. Benefits such as improving man-made object detection are often touted, as well as
possible improvements to spectral algorithms used for detection and identification. How-
ever, virtually all efforts fail to cast polarimetric remote sensing within a cohesive framework
in which a priori predictions of polarized radiance are made, as is done with spectral remote
sensing techniques. This is due, in part, to the challenges of measuring and representing
polarization signatures.

This research develops the governing radiometric equation for polarimetric remote sens-
ing, illustrating the role of the polarimetric bidirectional reflectance distribution function
(pBRDF). Using the governing radiometric equation as a basis, a technique for quantifying
the pBRDF of background materials is presented. The measurement technique enables the
generation of pBRDF as a function of the ground separation distance (GSD). Empirical
data from employing the technique are fit to a pBRDF model. The model enables extrapo-
lation of results to arbitrary illumination and viewing conditions throughout the visible to
near infrared, all as a function of GSD.

A target material pBRDF model is also developed which enables the pBRDF represen-
tation of spatially homogeneous surfaces, typical of man-made materials. This model uses
an unpolarized BRDF model as the basis, and generalizes the representation while enabling
polarization. BRDF model parameters are determined from an existing database of BRDF
measurements, which enables “polarization” of the database.

The quantification and understanding of target and background material polarization
signatures is a prerequisite for exploring methods of fusing polarimetric and spectral in-
formation. This work advances this understanding and lays the foundation for spectral-
polarimetric target detection techniques and algorithm development.
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Nomenclature

Where practical, MKS units are used and often the dimensionality of units for a specific
variable are given explicitly within enclosed brackets [ · · · ]. Radiometric nomenclature is
that established by the Commission Internationale de l’Eclairage (CIE). Radiometric values
are spectral, or per unit of wavelength, though not always explicitly stated for brevity.

The following table provides a list of most variables used in this document. The variables
are arranged alphabetically starting with Arabic characters, then Greek and finally symbols.
Some quantities are used more than once, in which case the meaning may be understood
from the context.

Table 1: List of globally used variables alphabetically arranged
(Arabic, Greek, then symbols).

Symbol Term Units
a, b f00 variability fit parameters —
A surface area m2

A calibration panel image with solar and sky illumination —
B calibration panel image of only sky illumination (shadow image) —
c speed of light m/s

c, d DOP variability fit parameters —
C measurement surface image with solar and sky illumination —
d fraction of diffuse sky to total irradiance —
D measurement surface image of only sky illumination (shadow im-

age)
—

DOP degree of polarization —
e, f χ variability fit parameters —
∆E the residual energy remaining from the difference between two sets

of cross polarized images
—

E irradiance W/m2

Ed diffuse sky irradiance on a target/ground W/m2

Es exoatmospheric solar irradiance W/m2

Efp irradiance on the focal plane W/m2

xxiii
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~E irradiance (Stokes) W/m2

~E electric field vector V/m

E0x maximum electric field amplitude along x-axis V/m

E0y maximum electric field amplitude along y-axis V/m

f## matrix elements (row major) of polarimetric BRDF, Fr sr−1

f00 pBRDF Mueller matrix element, equivalent to fr sr−1

fp
00 polarized fraction of f00 sr−1

fu
00 unpolarized fraction of f00 sr−1

f1, f2 Roujean BRDF model components —
fr BRDF, equivalent to the f00 pBRDF element sr−1

Fr polarimetric BRDF (matrix) sr−1

GSD ground separation or sample distance in

h Planck’s constant, 6.63× 10−34 J s

Ixx image taken at polarization filter orientation of xx◦ —
k0, k1, k2 Roujean BRDF model parameters —

L radiance W
sr m2

~L radiance (Stokes) W
sr m2

Ld ground-leaving radiance reflected from the downwelled skydome W
sr m2

LΩi

d downwelled skydome radiance from incident solid angle Ωi
W

sr m2

Lr radiance from direct solar reflections W
sr m2

Ls total radiance reaching sensor of solar origin W
sr m2

Lu radiance reaching sensor from upwelled atmospheric scattering W
sr m2

M Mueller matrix use-dependent
n real part of the index of refraction —
ñi complex index of refraction (incident medium) —
ñt complex index of refraction (transmitted medium) —
N̂ surface normal vector —

p1 · · · p4 DOP polynomial fit coefficients —
pf1 · · · pf4 ρp polynomial fit coefficients —

RF Fresnel reflectance magnitude (total) —
rs s-polarization reflectance coefficient —
rp p-polarization reflectance coefficient —
~S Stokes vector use-dependent
T transmissive Mueller matrix —
α absorptance —
β angle between the surface normal and θi or θr (ξ/2) rad or ◦

ε0, ε1, ε2 reflected downwelled sky Stokes vector elements sr−1

ε0 permittivity of free space C2

N/m2

ξ phase angle between Θi & Θr rad or ◦

λ wavelength µm or nm
η quantum efficiency —



xxv

ν E&M frequency Hz or s−1

Ωi incident solid angle sr

Ωr reflected solid angle sr

Θi incident light direction (θi, φi)
Θr reflected light direction (θr, φr)
θB Brewster’s angle rad or ◦

θi incident zenith angle rad or ◦

θN angle of the microfacet surface normal relative to the macrosurface
θr reflected zenith angle rad or ◦

θt transmission angle rad or ◦

φi incident azimuth angle rad or ◦

φr reflected azimuth angle rad or ◦

φ relative azimuth angle (φi − φr) rad or ◦

Φ flux W

σDOP the standard deviation of DOP —
σf%

00
the percent (relative) standard deviation of f00 —

σf00 the standard deviation of f00 sr−1

σχ the standard deviation of χ rad or ◦

ρ reflectance factor —
ρ

DHR
directional hemispherical reflectance —

ρpol polarized reflectance factor —
ρP Fresnel reflectance magnitude, P polarization —
ρS Fresnel reflectance magnitude, S polarization —
τ transmittance —
τi atmospheric transmittance along solar to ground path —
τF Fresnel transmittance magnitude (total) —
τP Fresnel transmittance magnitude, P polarization —
τS Fresnel transmittance magnitude, S polarization —

τlens transmittance of a lens or lens assembly —
τpol transmittance—polarization filter —
τspec transmittance—spectral bandpass filter —
τr atmospheric transmittance along ground to sensor (reflected) path —
χ polarization orientation rad or ◦

	 linear polarization filter at 0◦ (horizontal)
: linear polarization filter at 90◦ (vertical)
� linear polarization filter at +45◦

; linear polarization filter at -45◦ (or +135◦)
~ identity (no) polarization filter





Chapter 1

Introduction & Objectives

1.1 Introduction

Remote sensing has a myriad of applications in different disciplines. Broadly defined as the
science of gaining information from a distance or without intimate contact, remote sensing
has a critical daily role in such diverse areas as the prediction of tomorrow’s weather, air-
port security and assessing bone fractures. Earth observation by aerial and space-based,
or overhead, remote sensing provides benefits such as better management of agricultural
resources, assistance in the discovery of petroleum reserves and monitoring of environmen-
tal conditions. The fusion of geographic data from overhead imaging systems into Geo-
graphic Information Systems (GIS) provides valuable information for planning, zoning and
infrastructure growth. Overhead reconnaissance has been an essential part of strategic and
tactical defense strategies as well.

Overhead remote sensing is based upon the detection and processing of electromagnetic
energy. The energy may be that which naturally leaves the object (passive) or that reflected
from the object by active illumination (e.g., radar or lidar). Most often, an image or the
2-D spatial distribution of electromagnetic energy is the means to visually represent remote
sensing data. Images acquired passively in the visible to near infrared (VNIR) region
record the amplitude of energy of solar origin. The sensor-received radiance in the VNIR is
composed of photons having their origin in reflectance off the ground by either direct solar
radiance or downwelled sky radiance. Photons are also scattered in the atmosphere, and
those directed along the ground to sensor path also contribute to the total scene radiance.

The amplitude of the energy may also be recorded as a function of the frequency, or
wavelength of the radiation. Spectral imaging techniques have enabled imaging spectroscopy
for material identification. Powerful spectral algorithms provide a means of identifying
specific materials of interest or targets by analyzing image data cubes which may consist

1



2 Chapter 1. Introduction & Objectives

of hundreds of bands of spectral data. Autonomous computer processing algorithms have
provided the means of digesting large amounts of image data, identifying probable targets
for closer examination by analysts and subsequent action.

The advances in spectral imaging and processing, while substantial, have largely ignored
another property of electromagnetic radiation—the vector orientation of the transverse elec-
tric and magnetic fields, or polarization. Sunglasses are a common item which most people
can associate with polarization. Polarized glasses improve the visual contrast by partially
blocking glare, or specular glints, which have appreciable polarization. Prime examples of
these reflections are those from windshields while driving, or the water surface when fishing.
Imaging which records or quantifies the polarized nature of the electromagnetic radiation is
termed polarimetric imaging and provides additional information not contained in simple
amplitude or intensity imagery.

The fact that polarimetric remote sensing has value is not disputed. Polarimetric sens-
ing has been routine for planetary science observations and space missions, but it was not
until 1984 that space-based polarimetric images of the earth were acquired [1, 2]. A signifi-
cant body of work has demonstrated increased image contrast and some ability to perform
fundamental material classifications based on the polarimetric properties [3]. However, a
systematic means of fusing polarimetric information with the richness of spectral data has
not been developed.

Exploiting polarimetric signatures requires an understanding of the interaction of light
and materials, including target materials, background (non-target) materials and the at-
mosphere. Polarimetric errors and error propagation must be understood. Polarimetric
imaging systems need employment strategies which maximize the polarimetric information
content given the solar and sensor positions.

A thorough examination of polarimetric remote sensing considers all elements of the
image chain. The image chain approach is advocated by Schott and provides a systems
engineering approach toward the acquisition and use of remotely sensed data [4]. Examining
each element in the remote sensing process reveals the weakest “link” where further resource
investment will maximize the end product, which is ultimately the ability to make a decision
from the remotely sensed data. Large-scale elements of the image chain include input
or acquisition, processing and finally output or display. This research heavily focuses on
polarization phenomenology, or the means by which surfaces impart polarization.

The role of polarization in the imaging chain is illustrated by examining the governing
equation for radiance reaching a remote sensor. This equation will be covered in more
detail in Chapter 4, but it is briefly introduced here since it serves as the basis from which
this investigation is launched. The total radiance in the visible to near infrared (VNIR)



1.1. Introduction 3

portion of the spectrum (i.e. that of solar origin) reaching a sensor aperture (Ls) may be
approximated as the sum of radiance values which have their origin in

1. solar reflections from the target, Lr

2. target-reflected downwelled radiance from the skydome, Ld

3. upwelled atmosphere radiance resulting from solar scatter in the atmosphere along
the target to sensor path, Lu

More explicit expressions for Lr and Ld may be given by

Lr ∝ τr fr τi Es (1.1a)

Ld ∝
∫∫
Ω

τr fr LΩi
d dΩ , (1.1b)

where Es is the exoatmospheric solar irradiance
[
W
m2

]
, τi and τr are the atmospheric trans-

mittance along the incident or sun-to-target path and reflected or ground-to-sensor path,
fr is the bidirectional reflectance distribution function (BRDF) and finally LΩi

d in the inte-
grand is the diffuse sky radiance over an infinitesimal solid angle, which must be integrated
over the Ω = 2π [sr] hemisphere. Lu is usually estimated from numerical algorithms which
incorporate atmospheric scattering phase functions and absorption spectra. Therefore, the
sensor-reaching radiance, Ls, is proportional to

Ls ∝ τrfrτiEs +
∫∫
Ω

τrfrL
Ωi
d dΩ + Lu . (1.2)

As will be seen, the additional information from polarimetric remote sensing is by virtue
of the BRDF, fr, which describes the radiance distribution of reflected energy given the in-
cident irradiance. Specifically, it is the more general polarimetric BRDF or pBRDF, which
provides the polarized radiance distribution for arbitrary incident polarization states. All
terms in equation 1.2 other than fr effectively become uncertainties which must be esti-
mated given the per-pixel spectral radiance received, Ls. The same is true for spectral,
intensity-only remote sensing where spectral reflectance is proportional to fr. The pBRDF
for polarimetric imaging may be considered analogous to the spectral reflectance of a ma-
terial for hyperspectral imaging—each provides unique signatures imparted to the reflected
radiance. However, specification of the pBRDF function is significantly more complex than
that of spectral reflectance or the BRDF.

Inclusion of the scalar or non-polarimetric BRDF in remote sensing is challenging unto
itself, and is not widely used. Most often a simple reflectance factor is estimated under
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the assumption that there is uniform reflectance in all directions. It is therefore beneficial
to examine techniques for including the more simplistic scalar BRDF prior to investigating
unique polarimetric signatures.

The quantification and representation of polarimetric BRDF is the core focus of this
research effort. Establishing a coherent means of representing polarimetric BRDF is a pre-
requisite for answering application-oriented questions such as “How much better will my
target detection algorithm perform with polarimetric information?”

Ultimately, it is this question that needs examining: what benefits are provided by
polarimetry to target detection and classification algorithms? Fusion of polarimetric with
spectral information should provide benefits over spectral-only data. Many spectral bands
are highly correlated, as principal component analysis reveals, and polarimetric informa-
tion provides additional discriminatory information which should improve target detection
and identification. A means of maximizing polarization information must be explored by
considering

1. algorithm employment methods and strategies (e.g., in series or in parallel),

2. optimizing polarimetric spectral band selection and

3. optimal conditions for VNIR polarimetric image acquisition, such as solar and sensor
angles.

Synthetically-generated imagery may be used to complete a parametric study of the polari-
metric imaging benefits with respect to such algorithms. Experimental data will also be
useful.

The results of this research provides the framework from which the exploration of polari-
metric parameter space may begin. It will benefit and aid the design of future polarimetric
remote sensing systems and the exploitation of the collected data. Informed system design
decisions may be made by comparing trades between spectral versus polarimetric bands. If
polarimetric bands are included, which spectral regions provide the most information—or
should the polarimetry be panchromatic? Once the data is in hand, what are the algorithms
and techniques that will maximize the signal to noise for target detection or identification?

1.2 Objectives

An overview of the objectives of this research are given below. They are adapted from those
established at the time of the research proposal.
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❶ Mature the governing radiometric equations to establish the framework for quantita-
tive, reflective polarimetric remote sensing.

❷ Measure the pBRDF of background materials, to include their variability as a function
of GSD.

(a) Materials such as grass, soil, aggregate and asphalt

(b) At two spectral bands, 550± 6 and 750± 12 nm

❸ Develop a means of representing background material pBRDF signatures.

(a) Generate the spectral pBRDF of background materials for any illumination and
reflection geometry

(b) Incorporate the pBRDF variability as a function of GSD derived from the mea-
surements

(c) Insure the pBRDF model is amenable to implementation in a synthetic image
generation program, such as DIRSIG

❹ Develop a new pBRDF model suitable for homogeneous “target” materials.

(a) Semi-empirical model including volumetric scattering effects

(b) Model parameters derived from empirical data fits (e.g., using Air Force Research
Lab data)

(c) Enable “polarization” of the Nonconventional Exploitation Factors BRDF database

(d) Provide a means of estimating polarimetric signatures for materials for which
pBRDF measurements have not been made

❺ Validate DIRSIG implementation of new pBRDF models and compare the results
with those obtained from imaging experiments.

1.3 Scope

This effort considers linear polarization in the visible to near infrared (VNIR) spectral
region, defined for this research as ∼ 400–2500 nm. Beyond 2500 nm atmospheric absorption
is either appreciable or the photon flux from thermal emission becomes significant relative to
that reflected. Circular polarization will not be investigated in detail. Several authors have
indicated the magnitude of circular polarization imparted by most materials is insignificant
[5, Ch. 10] and [6], especially when compared to noise sources in the imaging chain. Some



6 Chapter 1. Introduction & Objectives

evidence suggests circular polarization may provide benefits for active polarimetry, i.e.,
illumination with a source such as a laser. However, in the passive VNIR reflective region,
the magnitude of circular polarization imparted is very low.

In all instances, the pBRDF of a surface will be assumed to have azimuthal symmetry.
The added complexity of a fourth geometric degree of freedom is significant and not justified
for the majority of materials.

This research does not address details of optical system design which enable multi-
spectral polarimetric imaging. It is limited to predicting the radiance provided at the
sensor aperture.

1.4 Dissertation Overview and Organization

The theoretical basis of polarimetric remote sensing is first covered in Chapter 2. Electro-
magnetic theory, to include optical scattering is reviewed. The theoretical background is
followed by a history of polarimetric imaging and remote sensing (Chapter 3).

The results of this research effort are presented in Chapters 4–10. The governing equa-
tion for polarized radiance reaching a sensor aperture is developed in Chapter 4. A pBRDF
measurement technique which quantifies the polarimetric signature and variability of back-
ground materials is developed in Chapter 5. The means of taking this raw data and produc-
ing results are discussed in Chapter 6, which also provides the for three materials: topsoil,
asphalt and lawn grass. The means to model and represent the measured background mate-
rials is developed in Chapter 7. Finally, attention is turned toward homogeneous target ma-
terials (Chapter 8), where a new pBRDF model is proposed. These background and target
pBRDF models are implemented into a synthetic image generation program, DIRSIG, dis-
cussed in Chapter 9. Finally, Chapter 10 provides some observations and recommendations
for further work, to include approaches toward the development of spectral-polarimetric
algorithms.

An attempt has been made to generate figures and plots suitable for black and white,
however, color is used out of necessity in many of the figures. There is also considerable
hyperlinking in the document, both internal and external, which provides easy navigation and
additional information in the electronic version. An electronic version (Adobe PDF) may
be requested from the Digital Imaging and Remote Sensing Group in the Imaging Science
Department of RIT.



Chapter 2

Theory

In this chapter, the nature of “light” is explored, and its interaction with materials. First,
the mathematical basis for discussing the propagation of light or more generally electromag-
netic waves is presented. The means of representing polarized radiometry is also introduced.
Next, optical scattering is examined in detail, as it is via this process that polarimetric sig-
natures are imparted.

2.1 Electromagnetics

2.1.1 Electromagnetic Waves

Remote sensing is enabled by recording information from electromagnetic radiation. For
passive remote sensing in the VNIR, this is radiation of solar origin which is reflected from
a scene to form an image. The radiation reaching a sensor may be approximated by a plane
wave given the aperture size of a remote sensing imaging system relative to the distance from
the scene imaged. A generalized electromagnetic plane wave travelling in the z direction
may be expressed as

~E(z, t) = ~E0e
i(ωt−~k·~z+ε) , (2.1)

where ~E is the magnitude and direction of the electric field [Volts/m] in the x-y plane as
a function of position, z, and time, t. The propagation direction vector, ~k, is given by
2π
λ where λ is the wavelength. The angular frequency, ω, is 2π c

λ where c is the speed of
propagation of light in a vacuum. Finally, ε is the initial phase associated with the wave.

Using (2.1) as a basis, the available information content of an electromagnetic wave
may be investigated. The quantity directly measured by sensors is the irradiance, E, or the

7
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power per unit area [W/m2] incident upon a detector. The irradiance is equal to

E =
c ε0 |~E0|2

2
(2.2)

where ε0 is the permittivity of free space equal to 107

4 π c2
or ∼ 8.85 × 10−12

[
C2

N·m2

]
in mks

units.

For the VNIR region of the spectrum, the wavelength range of 400 nm to 2500 nm spans
frequencies, ν, from ≈ 1.2× 1014 to 7.5× 1014 Hz (ν2500nm to ν400nm) given by

c = λν −→ ν =
c

λ
. (2.3)

Clearly, in the VNIR, the oscillation frequency is such that many cycles are integrated with
a conventional sensing system. Even at the lowest frequency of 1.2 × 1014 Hz for 2500
nm radiation, a “fast” sensor exposed over a microsecond or T = 10−6 s integrates more
than 1 billion cycles of the electromagnetic wave. Therefore, the modulus squared of the
electric field vector used in the irradiance equation is given by the expectation value over
the exposure time period (T ) or

|~E|2 =
1
T

T∫
0

~E∗(z, t)~E(z, t)dt =
〈

~E∗(z, t)~E(z, t)
〉

, (2.4)

where T � ν−1 and ∗ is the complex conjugate. The integration also makes the initial
phase term, ε, insignificant. Note the irradiance recorded by a sensor does not retain the
directional information of the electric field, such that |~E|2 → |E|2.

From (2.1), it is seen that the frequency, ω, or “color” of the electromagnetic wave is
another source of information content. This information is obtained by filtering or dispersing
the energy into i spectral bands, and then recording the irradiance within that band, ∆λi.
Increasingly, hyperspectral imaging systems are being used in remote sensing to perform
reflective spectroscopy. A hyperspectral system may have hundreds of bands across the
visible to far infrared portion of the spectrum. Spectral resolutions on the order of ∆λ = 10
nm are typical of such systems.

Finally, the direction of the electric field vector or the polarization is considered again.
While a conventional solid state detector may not directly record the polarization, the
electric field direction may be selectively filtered prior to reaching a sensor, just as spectral
filtering is possible. Imaging which records the direction of the electric field vector, |~E|2,
is termed polarimetric imaging and provides the final piece of information which may be
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obtained from electromagnetic radiation—at least for passive, incoherent remote sensing.

Natural light is mostly randomly polarized where there is no net preference of the electric
field vector. Solar irradiance is also randomly polarized, but reflection from surfaces and
scattering by aerosols impart polarization. As will be seen, the polarization of reflected
light is governed by the optical properties of the material reflecting the light. It is this
phenomenology that may be exploited in polarimetric remote sensing to provide additional
information.

2.1.2 Electromagnetic Waves at Discontinuities

The interaction of electromagnetic waves at discontinuities or the interface between two
media is determined by the wave nature of the propagation and the boundary conditions
imposed by Maxwell’s equations. Expressions giving the direction of the transmitted and
reflected energy and magnitude are desired.

2.1.2.1 Direction

The direction of the reflected and transmitted wave may be determined from the basic
wave equation, without invoking any electromagnetic theory [7, pp. 65–67] [8, p. 365] [9,
pp. 278–280]. The behavior of an electromagnetic wave in a medium is determined by the
index of refraction, ñ. The index of refraction is given by

ñ =
√

ε µ

ε0 µ0
, (2.5)

where ε is the dielectric constant and µ is the permeability. These respective values for free
space are given by ε0 and µ0, which in turn determine the speed of light according to

c =
1

√
ε0 µ0

. (2.6)

From (2.6), it may be seen that the refractive index is the ratio of the velocity of the wave
in free space to that in the medium. In general, ñ is frequency-dependent and a complex
number due to a generally complex dielectric constant. The real and imaginary components
are given by

ñ = n + i κ . (2.7)

From the law of reflectance, the reflection angle (θr) of a wave is equal to the incidence
angle (θi), with both lying in the plane of incidence. The angle of the transmitted wave, θt,
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is given by the familiar Snell’s law or

ñi sin θi = ñt sin θt . (2.8)

Consistent with the conservation of energy, the sum of the reflectance (ρ), absorptance
(α) and transmittance (τ) must be unity. For absorptance to occur, a finite distance must be
traversed in a medium. Since the present concern is only the infinitesimal interface between
the two mediums, absorptance is zero and not considered. Therefore at the interface between
two mediums, ρ + τ = 1.

Snell’s law provides insight into another phenomena which is of interest—total internal
reflection. When ñi > ñt, an impossible refraction angle may result once the critical angle
has been exceeded since sin θt > 1. The critical angle is defined as

θc = sin−1

(
ñt

ñi

)
, (2.9)

past which point total internal reflection occurs.

2.1.2.2 Magnitude

Having determined the direction of the reflected and transmitted wave, the magnitude of
these components is investigated. The magnitude is a function of the indices of refraction
and the incident wave angle and polarization; it is completely specified by the Fresnel
equations.

Polarization will be discussed in detail below—for now it is noted that polarization
may be separated into two orthogonal components relative to the plane of incidence. The
component of the electric field perpendicular to the plane of incidence (and hence parallel
to the material surface) is called s-polarization. The component parallel to the plane of
incidence is termed p-polarization.

The Fresnel equations result from imposing boundary conditions from Maxwell’s equa-
tions at the interface between two materials. The derivation of Fresnel equations may be
found in most electromagnetic or optical textbooks [7, p. 68] [9, p. 280]. Without deriva-
tion, the Fresnel equations are presented, which determine the fractional amounts of the p-
and s-polarized electric field components which are transmitted (t) and reflected (r). The
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s-polarized reflectance and transmittance are

rs =
Er

s

E i
s

=
2ñi cos θi

ñi cos θi + µi

µt
ñt cos θt

(2.10)

ts =
E t

s

E i
s

=
ñi cos θi − µi

µt
ñt cos θt

ñi cos θi + µi

µt
ñt cos θt

. (2.11)

Similarly, the p-polarization reflectance and transmittance are

rp =
Er

p

E i
p

=
2ñiñt cos θi

µi

µt
ñ2

t cos θi + ñiñt cos θt
(2.12)

tp =
E t

p

E i
p

=
µi

µt
ñ2

t cos θi − ñiñt cos θt

µi

µt
ñ2

t cos θi + ñiñt cos θt
. (2.13)

The Fresnel equations may be cast in various forms. For instance, Snell’s law may be used
to express the equations in terms of θi without using θt. The result is a more complicated
but also a more useful expression as it is in terms of the most immediate known values.
The equations may be represented in this manner by the following substitution

ñt cos θr −→
√

ñ2
t − ñ2

i sin2 θi . (2.14)

The quantities of the Fresnel equations which are of most concern is the energy of the
reflected and transmitted waves since it is this quantity which is detected. As shown by
(2.2), the energy is proportional to the square of the electric field or the irradiance. However
the expression for irradiance given by (2.2) is only explicitly true in a vacuum. The more
general expression is

E =
c ε |~E0|2

2 ñ
, (2.15)

where the dielectric constant of the medium replaces the free space constant and the actual
velocity of the wave, given by c

ñ replaces c. When the medium is air, then (2.2) is adequate
since ε ≈ ε0 and ñ ≈ 1+ i0. The energy reflected by the individual polarization components
is therefore given by the square of the fraction of the electric field reflected (2.12, 2.10).

ρs = r2
s ρp = r2

p (2.16)

The transmitted energy is given by (2.15) or from energy conservation considerations as

τs = 1− ρs τp = 1− ρp (2.17)
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Simplification of the Fresnel equations results by noting that most often the incident
light is in air where ñi ≈ 1+ i0, and that the permeability ratio for the two mediums is one
(µi

µt
≈ 1). With these assumptions, the Fresnel equations in terms of the reflected energy or

ρ are given by

ρs(θi) =
(A− cos θi)2 + B2

(A + cos θi)2 + B2
(2.18)

ρp(θi) = ρs(θi)
[
(A− sin θi tan θi)2 + B2

(A + sin θi tan θi)2 + B2

]
, (2.19)

where

A =

√√
C + D

2
(2.20)

B =

√√
C −D

2
(2.21)

C = 4n2κ2 + D2 (2.22)

D = n2 − κ2 − sin2 θi (2.23)

using the notation of [10, p. 22]. These equations explicitly break the complex refractive
index, ñ, into the real (n) and imaginary (κ) components. The total Fresnel reflectance,
RF , is simply the average of the individual ρs and ρp components or

RF =
ρs + ρp

2
. (2.24)

Figure 2.1 illustrates the Fresnel equations, where results are shown for typical glass
(ñt = 1.5 + 0i) and for copper which, being a metal, has an appreciable κ value (ñt =
0.405 + i2.95). The incident light is in air, ñi = 1 + i0. Notice in Figure 2.1 that for the
glass there is a point at which the p-component reflectance is zero. This condition occurs
in dielectrics (i.e., κ = 0) and corresponds to Brewster’s angle given by

θB = tan−1

(
ñt

ñi

)
. (2.25)

At this angle the reflected radiance is completely polarized; this will become an important
characteristic to be explored.

It is also of interest to observe that the Fresnel equations are not an explicit function of
wavelength. The index of refraction, ñ, is wavelength dependent, but the index variation
across the VNIR region for most materials is minimal. As a result, Fresnel reflectance and



2.1. Electromagnetics 13

Figure 2.1: Polarized reflectance from a glass (left, ñt = 1.5 + i0) and copper (right, ñt = 0.405 +
i2.95) as a function of θi. The incident light is in air.

transmittance are largely color neutral, meaning the spectral content of the reflected and
transmitted energy is similar to that of the source.

2.1.3 Polarization and Polarization Calculus

2.1.3.1 Stokes Vectors

In order to quantify polarimetric radiometry, scalar flux values such as the irradiance, E,
must be specified as a vector, ~E, which contains the polarization information. A four element
Stokes vector is traditionally used for this specification, which completely characterizes the
polarization [11]. The first element of the Stokes vector (S0) corresponds to standard scalar
radiometric flux values (e.g., radiance or irradiance). The second and third Stokes elements
(S1 and S2) relate to linear polarization, and the fourth element, S3 contains the circular
polarization information.

The orientation of polarization is by convention defined relative to a reference plane,
usually established as the surface under observation, such as the surface of the earth. As
discussed in §2.1.2.2, the s-polarization or that which is orthogonal to the plane of incidence
(parallel to the material surface) defines the χ = 0◦ orientation and the x-axis component
of the electric field, Ex. Similarly, the p-polarization component is defined as the χ = 90◦

or equivalently the χ = −90◦ orientation with the y-axis component of the electric field, Ey.

The electromagnetic wave equation (2.1) may be rewritten in explicit terms of the or-
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thogonal x- and y-components of the electric field vector as

~E(z, t) =
(
Exî + Ey ĵ

)
ei(ωt−~k·~z)

=
(
E0xeiδx î + E0ye

iδy ĵ
)

ei(ωt−~k·~z) .
(2.26)

The relative magnitudes and phases of Ex and Ey determine the net polarization of the
electric field. For instance, if the magnitudes of Ex and Ey are equal (E0x = E0y) and the
complex component or relative phase, δ between each is equal (δ = δx − δy = 0) then the
electric field oscillates in a single plane which is oriented at χ = π

4 or 45◦ from the x-axis.

The Stokes vectors are defined by the electric field components in equation 2.26 according
to 

S0

S1

S2

S3

 =


〈ExE∗x + EyE∗y 〉
〈ExE∗x − EyE∗y 〉
〈ExE∗y + EyE∗x〉
i〈ExE∗y − EyE∗x〉

 (2.27)

using the complex electric field notation and
S0

S1

S2

S3

 =


〈E2

0x + E2
0y〉

〈E2
0x − E2

0y〉
〈2E0xE0y cos δ〉
〈2E0xE0y sin δ〉

 (2.28)

using the magnitude and relative phases of the Ex and Ey components. The Stokes param-
eters are often normalized by the S0 value, resulting in S1, S2 and S3 ranging from -1 to 1
or 

S0

S1

S2

S3

 = S0


1

S1/S0

S2/S0

S3/S0

 . (2.29)

A few examples are given to gain an understanding of the Stokes vectors. For instance,
if all the electric field is in the E0x component, or equivalently that there is complete
s polarization, then S1 = 1. If the electric field were completely contained in the E0y

component, or equivalently that there is complete p polarization, then S1 = −1. If there
is no relative phase difference between the E0x and E0y components, or δ = 0, then there is
no circular or elliptical polarization component making S3 = 0. These relationships may be
verified from (2.28). Examples of Stokes vectors are shown below, where the transpose (T )
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Figure 2.2: Polarization ellipse illustrating the linear polarization orientation, χ, and the ellipticity,
ε.

of the vectors are used for compactness.

[ 1 0 0 0 ]T random

[ 1 ±1 0 0 ]T χ = 0◦ horizontal (+1) or χ = 90◦ vertical (-1)

[ 1 0 ±1 0 ]T χ = +45◦(+1) or χ = 135◦(-1)

[ 1 0 0 ±1 ]T right-hand (+1) and left-hand (-1) circular

The most general case of polarization is elliptical polarization, or polarization where each
of the Stokes vectors has some magnitude. The polarization ellipse is useful for illustrating
polarization, as it traces out the location of the electric field vector around the axis of
propagation, the z−axis. A polarization ellipse is presented in Figure 2.2 which illustrates
the relationship between the two orthogonal electric field components and the variables used
to define the Stokes vectors.

In terms of the polarization ellipse variables, the polarization orientation, χ, may be
obtained from the electromagnetic wave as

χ =
1
2

tan−1

(
2ExEy

E2
x − E2

y

cos δ

)
, (2.30)
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or directly from the Stokes parameters by

χ =
1
2

tan−1

(
S2

S1

)
. (2.31)

When there is no ellipticity ε = 0 and S3 = 0 resulting in the polarization ellipse collapsing
into a single plane of oscillation, or complete linear polarization.

Stokes parameters may also be defined relative to a detector output when ideal polar-
ization filters are placed over the detector. This is perhaps the most intuitive means of
expressing the parameters, and it is how they are typically derived in an imaging applica-
tion. The nature of the filters will be discussed in more detail in §2.1.3.2. For now, it is
sufficient to state that the intensity received through an ideal polarization filter oriented
at θ = x◦ relative to the χ = 0◦ orientation is given by Ix. Similarly, IR and IL are ideal
right-hand and left-hand circular filters. Using this notation, the Stokes parameters are
given by 

S0

S1

S2

S3

 =


I

I0 − I90

I45 − I135

IR − IL

 . (2.32)

When there is no elliptical polarization (S3 = 0), I may be determined by the sum of any
two orthogonal linear polarization states such as I0 + I90 or I45 + I135.

Some polarization relationships and metrics may now be defined which are derived from
the Stokes vectors. First, it is noted that S0 ≤

√
S1

2 + S2
2 + S3

2, with equality holding
only for completely polarized light. The degree of polarization (DOP) and degree of linear
polarization (DOLP) are given by

DOP =
√

S1
2 + S2

2 + S3
2

S0
(2.33)

DOLP =
√

S1
2 + S2

2

S0
. (2.34)

Circular polarization will not be considered in detail, due to the small magnitude present
in the VNIR from reflected solar radiation [5, p. 486]. This approximation results in S3 ' 0
which makes DOLP ' DOP .1

Stokes vectors obey linear superposition. It is often helpful to represent radiance in
terms of a completely polarized component and a randomly polarized component. This is

1Note that in this text, DOP is used as both an acronym and a variable. When appearing as a variable
it is italicized.



2.1. Electromagnetics 17

easily accomplished by using DOP as the fractional component of complete polarization,
such as 

S0

S1

S2

S3

 = DOP


S0

S1

S2

S3

+ (1−DOP )


S0

0
0
0

 . (2.35)

Finally, the effects of a rotating reference frame on the Stokes vectors is shown. As pre-
sented, the vectors are defined relative to θ = 0◦ corresponding to the horizontal reference
position, usually a material surface. Rotation about the propagation vector will obviously
change the Stokes vector—for instance s polarization becomes p polarization in a new refer-
ence frame rotated by θ = 90◦, or equivalently +S1 becomes −S1. The general relationship
for the Stokes vector rotation is given by

~S(θ) = R(θ)~S
S0

S1

S2

S3


θ◦

=


1 0 0 0
0 cos 2θ − sin 2θ 0
0 sin 2θ cos 2θ 0
0 0 0 1




S0

S1

S2

S3

 .
(2.36)

It is important to note that this operation does not change the resulting DOP, only the
relative magnitude between the S1 and S2 components. This geometry relative to an image
alignment of θ is shown in Figure 2.3.

2.1.3.2 Mueller Matrices

Now that a means of representing polarized radiometry has been developed, a method of
“transferring” the polarized radiance is needed. In general, transmittance and reflectance
of radiance through or from a medium changes the magnitude and the polarization. The
change resulting from reflectance was manifested in the Fresnel equations. One transfer
function which completely describes the change in the radiant flux is the Mueller matrix
[12]. The Mueller matrix, M, provides the Stokes vector out given an incident Stokes vector,

~Sout = M ~Sin . (2.37)

The unique reflectance properties of materials may be characterized by a Mueller matrix,
which will become the focus for polarimetric remote sensing. This reflective Mueller matrix
is the most generalized form of the bidirectional reflectance distribution function (BRDF),



18 Chapter 2. Theory

Figure 2.3: Geometry of imaging system alignment or the rotation of a given Stokes vector.

to be discussed in detail in §2.2.1.1. Equation 2.37 is given explicitly by
S0

S1

S2

S3


out

=


m00 m01 m02 m03

m10 m11 m12 m13

m20 m21 m22 m23

m30 m31 m32 m33




S0

S1

S2

S3


in

. (2.38)

Transmissive Mueller matrices will be represented by T and reflection Mueller matrices
by Fr after BRDF notation. The units of a Mueller matrix are context-dependent. For
instance, T is unitless, while Fr has units of sr−1 as does the BRDF function.

A few representative Mueller matrices for ideal transmissive polarization filters are pro-
vided in (2.39) and (2.40), which will be referenced when discussing polarimetric BRDF
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measurements in §2.2.2.5.

T	 =
1
2


1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0

 T: =
1
2


1 −1 0 0
−1 1 0 0
0 0 0 0
0 0 0 0

 T� =
1
2


1 0 1 0
0 0 0 0
1 0 1 0
0 0 0 0

 (2.39)

T; =
1
2


1 0 −1 0
0 0 0 0
−1 0 1 0
0 0 0 0

 T~ =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 Tdep =


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 (2.40)

The subscripts 	, :, �, and ; represent the linear transmission orientation, θ, and are
for horizontal, vertical, +45◦ and -45◦ (or +135◦), respectively. A filter having no affect is
the identity matrix, shown as T~. A completely depolarizing filter is given by Tdep. The
general representation of a transmissive linear polarizing element oriented at angle θ is given
by

Tθ =
1
2


1 cos 2θ sin 2θ 0

cos 2θ cos2 2θ sin 2θ cos 2θ 0
sin 2θ sin 2θ cos 2θ sin2 2θ 0

0 0 0 0

 . (2.41)

Similar to the manner in which a Stokes vector may be decomposed into a completely
polarized and randomly polarized component (2.35), a Mueller matrix may be decomposed
into separate components [13]. This may prove useful in illustrating certain material prop-
erties.

Mueller matrices may also be cascaded as long as the order-dependent matrix multipli-
cation is observed. For instance, the output of an incident Stokes vector which first passes
through a horizontal polarization filter followed by a θ = 45◦ filter is represented as

~Sout = T� T	 ~Sin . (2.42)

2.1.4 Electromagnetics Summary

From electromagnetic wave theory, the mechanism of polarization-induced reflectance has
been presented. The law of reflection and refraction provided the direction of reflected and
transmitted light, and the Fresnel equations provided the magnitude and polarization. The
Fresnel equations only depend upon the incident angle (θi) and the index of refraction of
the incident and reflected (or transmitted) mediums, ñi and ñt.
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Stokes vectors have been introduced as a suitable means of describing polarized radi-
ance. Mueller matrices are shown to be a technique of propagating polarized radiance by
transforming an incident Stokes vector into a resulting Stokes vector.

Having established the basic tools required to discuss polarized radiometry, the appli-
cation of the Fresnel equations to real materials must now be addressed. Few materials are
smooth at the macroscopic scale, so direct application of the Fresnel equations to realis-
tic material surfaces is not possible. Optical scattering from materials is captured by the
bidirectional distribution function (BRDF), which describes the geometric distribution of
reflected energy from a surface. It is the main topic of discussion in §2.2.

2.2 Optical Scatter from Surfaces

Quantitative remote sensing in the VNIR is based upon measuring reflected solar energy
from the earth. It is from these measurements and estimates of the surface “reflectance”
that algorithms and quantitative techniques may be applied to derive information from
remotely sensed light. Therefore, optical scatter or reflection phenomenology must be thor-
oughly understood, as this is the mechanism by which information unique to a specific
material is translated into the reflected electromagnetic wave. This would seem to have
been accomplished in §2.1.2.2 with the derivation of the Fresnel equations; however, real
materials are significantly more complicated. This section examines optical scattering from
surface reflections. Atmospheric optical scattering is also an important consideration as
seen from equation 1.2, but will not be addressed until Chapter 4.

2.2.1 Reflection of Light

In the preceding example of Fresnel reflectance, the reflectance magnitude was completely
determined based upon the optical properties of the materials and the angle of incidence.
In addition, the reflected energy is only directed in the plane of incidence at the reflected
angle, θr, where θr = θi per the law of reflection. However, this is only true for perfectly
planar or “smooth” surfaces which also have no internal scatter.

A quick look around is all it takes to realize that most surfaces are not perfect “mirror”
surfaces,2 and even mirror surfaces are not perfect. Also obvious is the fact that objects
have color different than the illumination source, which is not accounted for by the Fresnel
equations.

2An interesting thought experiment is to consider a world in which all surfaces were perfect mirror
surfaces. In this world, only sources of illumination would be visible and no objects could be discerned!
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Two effects are responsible for energy reflected or more generally energy scattered out-
side the θr = θi reflectance angle. First, all materials have some level of surface roughness.
This results in a distribution of localized surface normals which are oriented in multiple
directions, similar to individual sequins on a dress. Therefore, the Fresnel reflectance is
actually distributed around a reflection angle according to the “roughness” of the material.
The second and usually more significant phenomena directing energy out of the θr = θi scat-
tering angle is internal or volumetric scatter. Once light has entered a material, multiple
internal scattering results in distributing the energy around the hemisphere. The internal
scattering sources are also responsible for color by selective spectral absorption. Figure 2.4
illustrates this complex interaction.

In Figure 2.4, several possible ray paths are noted. Incident irradiance, ~Ei may be
reflected off the front surface of the material according to the local surface normal (N̂i) per
the Fresnel reflection equation giving RF (type A photons). Transmitted Fresnel irradiance,
TF , may then interact with a myriad of particles and molecules having selective absorption.
After these single and multiple interactions, the energy may then re-emerge from the surface,
again according to the Fresnel equations (type B photons). In most cases the incident
medium is air, which results in the real part of the refractive index of the transmitted
medium being greater than the incident medium or nt > ni. This in turn results in total
internal reflection for upward scattered radiance exceeding the critical angle relative to the
local surface normal (as most have experienced, only a small area of the sky is visible when
looking up swimming underwater). Of course after re-emerging from the surface, additional
interactions with adjacent facets may also occur (type C photons). Type C photons may
also originate from secondary surface reflections, or two type A interactions. Therefore, the
integration of the type A, B and C photons over a solid receiving angle and material surface
area A determine the magnitude and polarization of the reflectance in a given direction.

A few important conclusions may be made. The multiple, random scattering centers
within a material has the net effect of depolarizing the fraction of transmitted irradiance,
TF . This results in the diffuse component of scatter being highly randomly polarized. Also
the scattered radiance from dark materials, or those which highly absorb TF , have a higher
relative Fresnel reflection component (which is polarized), RF , since the magnitude of re-
emerging scattered energy is low. This results in the degree of polarization (DOP) being
inversely proportional to a material’s reflectance. This has been termed the Umov effect
[14] and is a phenomena which will be further investigated.
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Figure 2.4: Detailed view of light scatter from material.



2.2. Optical Scatter from Surfaces 23

Figure 2.5: The radiance distribution for a range of BRDF examples (specular and diffuse, left) to
the more realistic (right). From Schott [4, Fig. 4.7].

2.2.1.1 Bidirectional Reflectance Distribution Function (BRDF)

A means of characterizing this directional scatter is needed, which is the BRDF. BRDF
may be thought of as quantitatively defining the qualitatively property of “shininess”. A
material may be described as being diffuse or specular ; for example, a mirror is highly
specular, and hence scatters minimal energy outside of the reflection angle. On the other
hand, a projector screen is highly diffuse, where the apparent brightness (radiance) of the
screen is the same regardless of viewing orientation. Examples of specular and diffuse scatter
may be seen in Figure 2.5 where the geometric radiance distribution from different classes
of objects is illustrated.

Specifically, BRDF quantifies the radiance scattered into all directions from a surface
illuminated by a source in an arbitrary position above the hemisphere of the material. The
BRDF is given by

fr(θi, φi; θr, φr;λ) =
dLr(θr, φr)
dE(θi, φi)

, (2.43)

where Lr is the surface-leaving spectral radiance
[

W
m2·sr·µm

]
and E is the spectral irradiance[

W
m2·µm

]
which results in BRDF having units of sr−1.

Half the battle in comprehending BRDF (and radiometry in general) is understanding
the nomenclature and geometry. The nomenclature used is that recommended by Nicode-
mus [15, 16], which has subsequently been adopted by many authors. The National Bureau
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Figure 2.6: The BRDF geometry is uniquely specified by four angles corresponding to the source
zenith and azimuth angles θi and φi and the reflected zenith and azimuth angles θr and φr. Most
materials have azimuthal symmetry, in which case only a relative azimuth angle φ is required where
φ = φr − φi.

of Standards monograph by Nicodemus is a seminal document on BRDF [16].

The BRDF is a function of the incident angle, Θi, specified by the zenith and azimuth
angles θi and φi; the reflected angle, Θr, similarly specified by zenith and azimuth angles
θr and φr and finally the wavelength, λ. The zenith angles are defined relative to the local
surface normal, which is θi = 0◦. Most materials have azimuthal or rotational symmetry
about the surface normal. This reduces the degrees of freedom by one, enabling the az-
imuth angle to be characterized by only the difference between φi and φr, φ = φr − φi.
By convention, φi will be designated as φ = 0◦ and the reflected or scattering azimuth
angle defined relative to this orientation, increasing counterclockwise as looking down on
the surface. Forward scattering is therefore φ = 180◦. This reduces the BRDF specifi-
cation for rotationally symmetric materials to a three-dimensional angular specification of
fr(θi; θr, φ;λ). The geometry is illustrated in Figure 2.6.

Note from Figure 2.6 that the source and detector occupy a solid angle, dω. BRDF is
theoretically specified for a point source and detector, as well as an infinitesimal surface
area, dA, but practical measurement considerations results in averaging over the source and
detector solid angles ωi and ωs, and surface area A. The averaging is most critical when
the BRDF varies greatly as a function of angle, such as is the case with a highly specular
or mirror-like material around the scattered specular lobe.

BRDF is actually a subset of the more general bidirectional scattering distribution
function (BSDF). Accompanying BRDF are the transmissive (BTDF) and volume (BVDF)
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scattering functions which apply to materials having those scattering features [17]. The
discussion will be limited to BRDF, but is worth noting that radiance contributions in
what remote sensing ascribes to BRDF have elements from these other scattering sources
(e.g., vegetative canopies).

In general, man-made surfaces are likely to have a higher BRDF value in the forward
scattering plane (φ = 180◦) near a reflectance angle equal to the incidence angle per the law
of reflectance. However, this is generally not the case for natural surfaces with significant
structure such as vegetation. The so-called “hot spot” is present in the backscattering
direction of the illuminating source which may produce BRDF two to ten times that of a
diffuse reflection angles. The source of the hot-spot is primarily due to no self-shadowing
being visible when looking at a surface from the same orientation as the illumination angle.
As the view angle moves away from the illumination position, self-shadowing by the material,
such as from leaves of vegetation, result in decreased radiance. Coherent backscatter is also
responsible for the hot spot phenomenon, but only dominates when the structure size of
the material is on the order of the incident wavelength [18].

Reflectance, or the ratio of incident energy to that reflected, is only properly defined
through the BRDF. This fact is often forgotten, as it is common to use a scalar value as a
material’s reflectance. Reflectance spectra “truth” databases typically only contain a scalar
value as a function of wavelength. These values are actually the directional-hemispherical
reflectance, ρDHR , which is the total reflectance for a specific angle of incidence [16, p. 11].
In terms of BRDF, ρDHR is given by

ρDHR(θi, φi) =
∫
2π

fr(θi, φi; θr, φr;λ) cos(θr) dΩr . (2.44)

2.2.1.2 Polarimetric BRDF

Polarimetric BRDF, termed pBRDF, is the more generalized case of the scalar BRDF. In
addition to quantifying the magnitude of the directional scattering, the polarization of the
scattering is characterized. It is often overlooked that only the pBRDF correctly predicts
the total reflectance magnitude when the incident irradiance is partially polarized. As
described in §2.1.3, the radiometric quantities of equation (2.43) become Stokes vectors,
and the BRDF becomes a Mueller matrix. The generalized polarimetric BRDF, Fr, is thus
represented as

Fr(θi, φi; θr, φr;λ) =
d~Lr(θr, φr)

d ~E(θi, φi)
. (2.45)

Mueller matrix notation is most often used to describe transmissive mediums (such as
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optics) which results in unitless Mueller matrices. Also, the matrix is frequently normalized
such that the m00 element of M is 1 and the multiplicative constant dropped—this notation
readily represents the medium’s polarization characteristics at the expense of the losing
absolute radiometric values. When representing BRDF using Mueller matrices, the matrix
has units of sr−1 as expected, and multiplicative constants must be maintained. In this
manner the f00 element of Fr remains equivalent to the scalar BRDF value such that

ρDHR(θi, φi) =
∫
2π

f00(θi, φi; θr, φr;λ) cos(θr) dΩr . (2.46)

A good review of polarized BRDF representations is provided by Flynn [19].

Invoking the assumption that circular polarization is not present in a significant amount
upon reflection from most natural surfaces [5, p. 486] reduces the Mueller matrix to a
3 × 3 matrix and the Stokes vector to a three element vector. With this reduction in
dimensionality, (2.45) may be explicitly written as L0

L1

L2

 =

 f00 f01 f02

f10 f11 f12

f20 f21 f22


 E0

E1

E2

 . (2.47)

2.2.1.3 Reflectance Variability or Texture

The formal definition of BRDF requires the measurement of an infinitesimal surface area,
dA, with an illumination source and detector that subtend an infinitesimal solid angle. It
is obvious that each of these three areas must have a finite size for practical measurement
purposes. It is actually desirable to have a surface area of sufficient size which adequately
represents the material.

For example, consider characterizing the scatter from a “painted metal plate”. Close
inspection of the painted plate may reveal small defects such as paint bubbles or chips. If
the BRDF measurement area were small and a defect occupied a significant fraction of the
measurement area, it would significantly impact the scattering measurement. However, if
a sufficiently large area of the plate were measured, the microscopic variability is averaged
out, and a more accurate BRDF measurement results.

Local scattering variability within a material class is often called “texture”, and may be
quantified as the bidirectional reflectance variance function (BRVF) [20] or the bidirectional
texture function, as it is commonly called in the computer graphics community [21]. Note
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that this may be considered semantics—for the metal plate, one could also quantify the
BRDF for “pristine paint,” “paint bubbles” and “paint chips”. From these three subclasses,
the BRDF of the entire painted metal plate could be generated from a linear weighted
combination of these surfaces.

Such approaches using fundamental material BRDF values quickly become impractical,
since subclass divisions may be continued indefinitely; for instance, a subdivision of “paint
chips” may be “paint chips with metal indentation”, etc. The fundamental material ap-
proach toward constructing “macro” BRDF is also difficult with complex materials, such as
a tree canopy which has significant transmittance and interaction among the leaves, ground,
etc. The linear superposition of such complex objects becomes impossible with just BRDF
data of the individual constituent materials. A BRDF measurement of a whole tree canopy
is often more attractive.

Note that BRDF measurements of such macro materials enables averaging out local
variabilities, but increases the responsibility on assigning adequate qualitative descriptors
of the material. For instance, when pulling the BRDF of “grass” from a database of BRDF
measurements, one would likely also want to know such parameters as the grass height,
density of coverage or the amount of ground visible, the health of the grass, time of year,
etc.

BRVF is a function of the surface area considered. If a remote sensing payload has a
GSD of 1 ft, then there will essentially be no pixel-to-pixel variability due to BRDF when
viewing the metal plate previously described. However, if the GSD is 1 in, then some
pixel-to-pixel variability will likely be manifested from the material defects. Therefore, the
BRVF may be defined as the BRDF probability density function given a measurement area,
A.

BRV F (A) = p(fr|A) (2.48)

Often the BRVF distribution is unimodal and approximately Gaussian, in which case the
variance is an adequate means of quantifying BRVF. It is also noted that the mean value
of the BRVF is the BRDF.

BRVF has led to low-pass spatial filtering of high spatial resolution hyperspectral data
cubes for target detection algorithms. If the target is resolved, then filtering down to the
GSD of the projected target area may increase the signal to noise in detection algorithms
due to the decreased background variability. Similarly, specular reflections from individual
leaves in a tree canopy may have significant polarization imparted, but when integrated
together at the level of a tree stand the net polarized radiance is not so easily determined.
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2.2.2 BRDF Measurement

A means of quantifying the BRDF or more generally the pBRDF is needed to generate
a priori BRDF databases of target and background materials which may be applied to
algorithms. One means of generating the data is through BRDF models which may use
physics-based principles to derive the directional reflectance—these will be discussed in
§2.2.3. However, it will be seen that for practical purposes measurements are required as
inputs for most BRDF models.

The key elements of any optical scatter measurement are the sample material or object
to be measured, the illumination source and the detector. Most BRDF measurement devices
employ one or more goniometric arms which provide angular positioning of the source and/or
detector element. In some cases, the sample orientation may also be changed in order to
achieve the full hemispherical range of source and detector orientations.

When high angular resolution is required to resolve the specular peak of mirror-like
materials, the solid angle subtended by the detector may be minimized by increasing the
material-to-detector distance or decreasing the detector size. For diffuse materials, the
angular resolution is not as critical, since there are usually only modest changes in BRDF
with reflection angle. The detector signal to noise can become an issue as one makes
spectral BRDF measurements where a ∆λ of 10 nm may be desired, commensurate with the
spectral bins of many hyperspectral sensors. Signal strength may also become problematic
when measuring highly specular materials outside the specular lobe. However, in this
circumstance the low signal is usually not of interest in remote sensing applications.

Commercial BRDF measurement systems have been developed and are available from
at least two manufacturers. However, most measurement needs are satisfied with systems
customized to the user’s unique application. It is for this reason, in part, that very few
BRDF databases exist. Measurements taken by a particular group often have inadequate
material and experimental conditions described, and have tailored features which are not
easily adaptable to a new user’s interest.

Newer approaches in BRDF measurement often incorporate imaging techniques which
enable the simultaneous sampling of multiple angles, greatly decreasing the required num-
ber of measurements. Imaging systems also readily enable characterization of the BRVF.
However, many of the techniques are not polarization friendly. Other novel techniques have
also been developed and will be briefly explored. The impetus for most of the newer mea-
surement approaches are for improved rendering in computer animation and simulation, for
which there is a significant commercial market.

Outdoor BRDF measurements are common for remote sensing due to the large spatial
scales of the materials involved, as well as the inability to bring representative materials
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into the lab, such as undisturbed live vegetation. Approaches toward outdoor BRDF mea-
surements will be reviewed, as well as the means to handle some of the challenges outdoor
measurements present.

Finally, the measurements required to capture the most general form of BRDF, the
polarimetric BRDF will be reviewed. The foregoing measurement techniques may all be
adapted to polarimetric measurements, with varying levels of complexity.

2.2.2.1 Conventional Laboratory Measurements

The most common and traditional means of measuring BRDF is to use an illumination
source of small angular extent and a corresponding radiometer to measure the scattered
radiance. Several means of acquiring the necessary source and detector angular sampling
are invoked by using a goniometer. For most systems, it is easiest to fix the source position
and vary the detector location to sample θr and φr. The incident angle, θi is sampled
by moving the target sample, which is usually a relatively small, planar sample. In other
circumstances where the detector system may be large, such as a spectrometer, the detector
position is fixed and the source and material are moved to sample the hemisphere [22].

Illumination sources may either be lasers, or a broad-band source coupled with spectral
filters at the source or detector to enable spectral measurements. Often the data acquisition
process is automated, whereby the angular position of the detector and material is changed
to cover the prescribed BRDF measurement sampling density. The number of required mea-
surements is significant. For an isotropic material (no azimuth dependency) and sampling
at 10◦ increments in both θi, θr and φ, the number of required measurements exceeds 1500
per spectral band: 9 for 0◦ ≤ θi ≤ +80◦, 9 for 0◦ ≤ θr ≤ +80◦ and 19 for 0◦ ≤ φ ≤ +180◦

(9× 9× 19). If the material does not have azimuthal symmetry, an additional multiplier of
72 or more than 100,000 measurement per spectral band is required! This simple calculation
illustrates the challenge in adequately measuring BRDF.

Lab measurements on materials of interest to remote sensing are particularly challenging.
The heterogeneity or texture of most natural materials occurs at a spatial scale much larger
than the typical sample size which is used in the laboratory. For this reason, natural
materials are best measured over larger spatial scales and in their natural, undisturbed
states by outdoor measurement techniques (§2.2.2.3). However, BRDF measurements of
man-made materials, which often constitute “targets” in spectral detection algorithms, may
be more accurately measured in the controlled lab environment. A review of BRDF lab
measurements with a remote sensing perspective is provided by Sandmeier [23].



30 Chapter 2. Theory

2.2.2.2 Camera-based Measurements

The use of focal planes to make BRDF measurements greatly increases measurement effi-
ciency. Rather than having a single detector element, and hence a single bistatic angle for
each measurement, multiple reflection angles may be simultaneously acquired by the individ-
ual focal place photosites. Several permutations on this concept may be employed. BRDF
measurement techniques using focal planes may be categorized into three basic approaches:
i) wide field of view (FOV) imaging to simultaneously sample many reflecting angles, ii)
tailored optics imaging systems which uniquely samples the material (many variants) and
iii) narrow FOV imaging used in a manner similar to a single element detector.

The wide FOV systems rely upon a large uniform material area for making measure-
ments. Discrete scattering angles are obtained from each pixel of the imaging system,
which enables an efficient, dense sampling of scattering angles for a single incident angle.
Of course, spatial inhomogeneities in the material erroneously manifest themselves as a
BRDF change so caution must be used. For pBRDF measurements using an optical system
with polarization filters, the high incident angles make this approach challenging. A few
outdoor systems make use of this measurement approach and will be addressed separately
in §2.2.2.3.

The second basic imaging configuration, “tailored optics systems”, encompasses a num-
ber of measurement concepts and are among the most creative. The overall approach is to
re-image the material surface in a manner which enables efficient changes to the system,
such as the incident angle of illumination and multiple viewing geometries. One such ap-
proach images an infinitesimal surface point [24, 25], and another employs a kaleidoscope
which provides multiple discrete scattering angles while resolving the surface [26]. The most
significant disadvantages of these systems are the limitations imposed upon the illuminating
source and the sample size—outdoor measurements using the sun would be difficult. Also,
since these systems use reflective optics having multiple reflections or varying reflectance an-
gles, measuring the polarimetric BRDF is problematic due to the polarization dependency
of the system.

Finally, a narrow FOV imaging system may be used, analogous in the manner of a
single element detector. Implicit in this measurement technique is the ability to quantify
BRVF from the image data. However, as with a single detector, many measurements or
images must be acquired to cover the scattering hemisphere. Therefore, this technique must
heavily rely upon BRDF models to inter/extrapolate the data. This technique is adaptable
to both the lab and field. For field use, calibration and stray light mitigation are readily
employed. Systems using this approach have not been noted in the literature, likely due to
the inefficiency of hemispherical sampling. These three basic imaging approaches to BRDF
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Figure 2.7: Three fundamental approaches toward focal-plane based BRDF measurements, along
with their advantages (+) and disadvantages (-).

measurement, along with their relative merits are illustrated in Figure 2.7.

The following approaches are those of the “tailored optics systems,” with the wide FOV
systems addressed in the next section, §2.2.2.3. Discussion of the narrow FOV camera-
based measurement will be postponed until §5.1, as it is this approach that will be used to
characterize background pBRDF for this research effort.

A sampling of novel BRDF measurement techniques via imaging are briefly reviewed.
Marschner reports a system which images an object of known shape, such as a sphere or
a cone, covered with a desired material to be measured [27]. The shape of the object
inherently provides the multiple viewing geometries rather than using optics. Viewing the
object while having a single illumination source enables the direct measurement of a large
number of incident and scattering angles with a single image. The technique is readily
adaptable to pBRDF measurements, but only for a relatively small class of materials, such
as painted surfaces. Measurement of background materials could not be accomplished using
the technique.

Dana uses an off-axis parabolic mirror to image a single point on a material surface which
provides multiple view angles [24, 25]. Multiple image points on the material surface are
obtained by translating the parabolic mirror above the surface. The multiple image points
enable BRVF or texture measurements. Again, this measurement concept is ill-adapted
toward pBRDF measurement due to the high incident angles on the parabolic optic. A
similar approach is also reported by Apel [28].

Finally, Han [26] images through a kaleidoscope which enables the simultaneous mea-
surement of BRDF and BRVF. A tapered kaleidoscope having front-surface mirrors is used
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to image a material, which creates a virtual sphere consisting of multiple, tapered facets
corresponding to different viewing zenith angles of the object. The effect is equivalent to
having multiple camera angles imaging the same surface area. A digital projector provides
the light source and the incident illumination angles are controlled by selectively turning
on groups of pixels in the digital projector. This is one of the most efficient measurement
approaches, but again is not easily adapted for pBRDF measurements, nor is it very suitable
for measurement of natural materials of large spatial extent.

2.2.2.3 Field Measurements

Portable BRDF devices suitable for outdoor measurements are attractive for a number
of reasons. The use of portable devices arises out of necessity when measurements must
be made which are extremely difficult, if not impossible to replicate in the lab. Natural
materials may be heterogeneous over spatial extents significantly larger than what may be
measured in the lab. Vegetation is a classic example of one such material, whether it is
grass or a leaf canopy. Direct measurement of materials in their natural state and at larger
spatial scales eliminates the requirement to scale-up individual material BRDFs which are
often interactive, such as leaf transmittance and multiple leaf adjacency effects. Having
the use of the sun as the source is advantageous as well. A good review of BRDF field
measurements in the VNIR is given by Walthall [29].

Polarimetric BRDF field measurements also have an additional concern—the source
must have a generator producing various polarization states. For practical reasons this is
impossible. Placing an appropriate filter over the sun while making a measurement would
be difficult and would require a large aperture filter, depending on the sample size being
measured and the stand-off distance of the filter. As will be seen, having the ability to
change only the analyzer polarization state results in quantifying the first column of the Fr

scattering matrix.

An obvious challenge to outdoor measurements is cooperative weather and stray light.
Good weather may eventually be found, but the downwelled sky radiance is always an error
source in the measurements. In addition, the magnitude and distribution of this error source
changes depending on local atmospheric conditions, such as extent of cloud cover. This error
source obviously has a spectral dependence, as the blue sky testifies. A good discussion of
outdoor measurement errors and minimization techniques is provided by Sandmeier [30]
with some quantitative assessments provided by [31, 32]. A technique for minimizing this
error will be discussed when addressing the approach toward background material pBRDF
measurement in §5.1. Finally, the source zenith position is not easily adjustable.

In most circumstances, outdoor measurements are made over a sample size of area A
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which is greater than that made with lab measurements. A sample area must be sufficiently
large to average out high spatial frequency inhomogeneities or texture in the material, as
discussed in §2.2.1.3. An indication of adequate sample size is when the resulting BRDF
value is insensitive to changes in the sample area in the field of view (FOV) of the instrument,
or dfr

dA → 0.
A highly relevant challenge, though outside the scope of this treatment, is generating

a sufficiently accurate and meaningful descriptive characterization of the material, which
is critical for natural materials. It is by these descriptive labels that the material type
will be selected and used in subsequent analysis, synthetic image generation, etc. A simple
descriptor such as “Paint XYZ on Aluminum” is not sufficient when ascribing BRDF to
inhomogeneous targets.3 It is suggested that a robust meta-data set always accompany such
measurements. This meta-data should include photographs of various viewing geometries
of the sample, as well as detailed verbal descriptors.

A review is now provided of some field devices reported in the literature. Two funda-
mental designs may be used. A traditional “lab-like” system where the sensor is moved
around a hemisphere above the target (mobile sensor design), or one in which the sensor
does not translate, but acquires different view angles from the fixed position (immobile
sensor design). With the latter type, the target area must be sufficiently uniform such that
views of each area are representative of one another.

2.2.2.3.1 Mobile Sensor Designs The most direct approach toward field BRDF mea-
surements is to emulate a laboratory setup by using a goniometer. With the illumination
source (the sun) and target orientation on the ground fixed, the goniometer serves to move
the detector to sampling positions throughout the hemisphere.

One such example of a system is FIGOS (field goniometer system) built by the Remote
Sensing Lab of the University of Zürich [33, 34]. The system consists of a “zenith” arc of
2 m radius which rests on a circular frame of 4 m diameter—the azimuthal arc (Figure 2.8).
A nearly identical goniometer, the Sandmeier Field Goniometer (SFG) was constructed
by NASA Ames based upon the FIGOS design. However, this field goniometer is fully
automated and the acquisition time for the same angular sampling scheme as FIGOS (∆θr =
15◦,∆φr = 30◦) is completed in less than 10 min [30]. Figure 2.8 pictures the SFG and
FIGOS systems.

Another goniometer advertised as having outdoor measurement capability was con-
structed by ONERA in France. The target area is imaged with a bundle of 59 fiber optics

3Actually, adequately describing “simple” materials is very challenging also. Added to the description of
“Paint XYZ on Aluminum” should also be information such as application method, surface condition and
paint thickness—and again a picture doesn’t hurt.
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Figure 2.8: An example of field goniometers for BRDF measurements. FIGOS is shown on the left
and the SFG system in the middle and right. From Sandmeier [30] (left and right) and Schill [35]
(middle) with permission [36, 37].

and a fore optic [38, 39]. The fiber optics mixes the incident polarization of the scattered
radiance, thus eliminating the polarization dependency of the diffraction grating in the
spectrometer and making it suitable for pBRDF measurements.

The previous goniometer systems provide high angular precision and rapid sampling of
the scattering hemisphere and are suitable for highly accurate characterization of field ma-
terials. However, both systems require significant support for transport and setup, which
is exacerbated by having to time the weather conditions for suitable measurement periods.
A much more simple measurement technique is often warranted which still provides mean-
ingful BRDF data. Representing this other extreme are simple measurements made with
a radiometer attached to a hand-held boom. The angular position of such a device may
be estimated based on trigonometry of the height and distance from the measured area.
Measurements of a only a few geometric positions provides an understanding of the BRDF
anisotropy.

2.2.2.3.2 Immobile Sensor Designs An alternative approach to a sensor being reposi-
tioned around the hemisphere is a fixed sensor which changes the view angle over a large
homogeneous measurement area. One such BRDF measurement device is PARABOLA
(Portable Apparatus for Rapid Acquisition of Bidirectional Observations of Land and At-
mosphere), which has been used in various forms by NASA-Goddard since the mid-1980s
[40]. Such a sensor is often mounted high on a mast or a lift in order for the small FOV to
image at an adequate GSD in an attempt to average out spatial inhomogeneities (Figure
2.9).

A similar device based upon this employment technique was designed and built by the
Digital Imaging and Remote Sensing Laboratory at the Rochester Institute of Technology.
The device uses a diffraction grating and a 2D CCD array which enables 10 nm sampling from
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Figure 2.9: The Parabola III system showing the sensor, and the sensor mounted on a boom for
field measurements. From NASA [41].

400–950 nm with a FOV of 1.72◦ × 0.06◦, which was limited by the number of photosites
on the focal plane. Using multiple scans, the effective FOV is increased to 1.72◦ × 1.6◦

[42]. As noted earlier, diffraction gratings are highly polarization sensitive, and for pBRDF
measurements the incident radiance upon the diffraction grating should first be randomly
polarized to provide consistent results.

An equivalent approach may be made with an imaging system. Rather than scanning a
radiometer to acquire the multiple view angles, a wide FOV camera lens may be used. The
University of Arizona uses such a system which assists in the vicarious radiance calibration
of Landsat [43, 44, 45]. Linear CCDs may also be used to make a conical push-broom scan
around the target area [46, 47].

2.2.2.4 Overhead BRDF Measurement

Finally, new payloads have enabled BRDF measurement from satellites and aircraft. In
these instances the atmosphere provides an additional measurement uncertainty in deriving
the surface-leaving radiance. One such instrument is POLDER (Polarization and Direc-
tionality of the Earth Reflectances) [48], which has a wide field of view (GSD of 6 km) and is
flown on the ADEOS satellite [49]. Derivation of POLDER BRDF products is described in
[50, 51]. Use of POLDER polarization data and additional details on the system is further
discussed in §10.2.3.

Similar data is provided by NASA’s MODIS (Moderate Resolution Imaging Spectrora-
diometer) instruments, flown on Terra (EOS AM-1) and Aqua (EOS PM-1), having a GSD
of 250-1000 m depending upon the spectral band [52]. MODIS scans ±55◦ thus enabling
multiple angular views with successive passes. Initial BRDF products from the instrument
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were available in the year 2000 [53]. The Terra satellite also hosts NASA’s MISR (Multi-
angle Imaging SpectroRadiometer) payload which provides BRDF data using 4 spectral
bands to acquire 9 angular views spaced in the along-track direction [54].

2.2.2.5 Polarimetric BRDF Measurement

As noted in §2.2.1.2, one quantifies the reflective BRDF Mueller matrix, Fr, in making po-
larimetric BRDF measurements per equation (2.45). In polarimetric BRDF measurements,
the scattered or reflected Stokes radiance vector, ~L, must be quantified such that

~L(θr, φ) = Fr(θi, φ, θr) ~E(θi) . (2.49)

However, without the use of any polarization filtering, the detector only measures the
magnitude of the irradiance and radiance as in the case of the scalar BRDF or

L0(θr, φ) = f00(θi, φ, θr)E0(θi) , (2.50)

where the “0” subscript denotes the first element of the Stokes vector, which is the total
flux and f00 is the upper left element of the BRDF matrix equivalent to the scalar BRDF,
fr.

Clearly, additional measurements are needed to characterize the other 15 elements of
the BRDF matrix. When considering linear polarization, this requirement is reduced to
determining the remaining 8 elements of the 3×3 BRDF matrix. These additional elements
of the array may be determined by linear combinations of incident irradiance polarization
states, ~E, and received polarization radiance states, ~L.

The most generalized means of acquiring the matrix elements is through presenting
multiple incident polarization states, and measuring the output for each incident state,
thus building a system of linear equations. The polarization filters which create incident
polarization states are termed generators while those which filter the output are called
analyzers. The presentation of i incident polarization states onto the sample and their
polarized radiance measurements may be represented as

Fr

[
~E1

~E2 · · · ~Ei−1
~Ei

]
=
[

~L1
~L2 · · · ~Li−1

~Li

]
, (2.51)

where
[

~E1
~E2 · · · ~Ei−1

~Ei

]
is a 4× i matrix consisting of irradiance column Stokes vectors

and
[

~L1
~L2 · · · ~Li−1

~Li

]
is the equivalent radiance representation. Rewriting these terms
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as matrix quantities E and L, the new expression is

FrE = L (2.52)

where it is seen that
Fr = L E−1 . (2.53)

However, inversion of E is only possible when it is a nonsingular square matrix. For the
general case where i > 4, the pseudoinverse of E is sought, E#, which provides a least
squares estimate in the presence of random noise. The pseudoinverse is given by

E# = ET
(
EET

)−1
, (2.54)

where T is the transpose of the matrix. The Mueller matrix is therefore solved by

Fr = L E# . (2.55)

In this manner the full BRDF Mueller matrix may be determined for each permutation of
θi, θr, φ and λ as one would measure the scalar BRDF.

For practical measurement considerations, one would like an efficient set of input and
output polarization states to minimize the number of measurements. The equation describ-
ing this measurement setup is given as

~L = TA Fr TG
~E , (2.56)

where TG is the transmissive generator filter over the source and TA is the transmissive
analyzer filter over the detector. Note that the generator and analyzer Mueller matrices
have no units, but the BRDF Mueller matrix Fr has BRDF units, sr−1 (cf. §2.2.1.2).

Referencing the polarization filters provided by equation (2.39), a simple example is
constructed for generator and analyzer linear horizontal filters. The equation is given by

~L = T	 Fr T	 ~E (2.57)

or explicitly as L0

L1

L2

 =
1
2

1 1 0
1 1 0
0 0 0


f00 f01 f02

f10 f11 f12

f20 f21 f22

 1
2

1 1 0
1 1 0
0 0 0


E0

E1

E2

 (2.58)
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which reduces to L0

L1

L2

 =
1
4

(f00 + f01 + f10 + f11) (E0 + E1)
(f00 + f01 + f10 + f11) (E0 + E1)

0

 . (2.59)

However, as always it is only the first Stokes component that the detector will be measuring.
If the original source is highly randomly polarized, then E1 � E0 and the measurement
yields

L0 =
(f00 + f01 + f10 + f11) E0

4
. (2.60)

In a similar manner, other permutations of generator and analyzer polarization states
produce additional linear combinations of the Mueller matrix elements. A summary of such
combinations is provided by Bicket [55]. To quantify the 3 × 3 subset of Fr which relates
to linear polarization, a total of 9 measurement permutations is required which include the
three generator and analyzer states of horizontal, +45◦ and no (or random) polarization.
These states are represented symbolically as 	, � and ~, respectively. Using this symbolic
representation, equation 2.60 may be recast as

		 =
L

E0
=

f00 + f01 + f10 + f11

4
(2.61)

where the first “	” represents the generator state, and the second “	” is the polarization
of the analyzer. Using this notation, the Mueller matrix elements may be shown to equal

f00 = ~~ (2.62a)

f01 = 2	~−~~ (2.62b)

f02 = 2�~−~~ (2.62c)

f10 = 2 ~	−~~ (2.62d)

f11 = 4		− 2 ~	− 2	~ + ~~ (2.62e)

f12 = 4�	− 2 ~	− 2�~ + ~~ (2.62f)

f20 = 2 ~�−~~ (2.62g)

f21 = 4	�− 2 ~�− 2	~ + ~~ (2.62h)

f22 = 4��− 2 ~�− 2�~ + ~ ~ . (2.62i)

Often the symmetry of the material results in f01 = f10, f02 = f20 and f12 = −f21.

Careful error analysis must also accompany this measurement process. Errors may be
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introduced from several factors. The illuminating source may have some inherent polariza-
tion and the detector may have a polarization-dependent response. Some errors are always
present from polarization filters, which are not perfect. All filters have a finite extinction
coefficient, or the transmittance along one polarization axis relative to the other axis. This
amounts to some leakage of the opposite polarization state which becomes an error source.
This leakage is also spectrally-dependent. Finally, the fidelity of filter alignment results
in an error source. Propagation of Mueller matrix element errors has been addressed by
several authors [56, 57, 58, 59, 60].

2.2.2.6 BRDF Databases

There are few BRDF databases, and no known polarimetric BRDF databases. A brief
synopsis of some scalar-only BRDF databases are given. The Columbia-Utrecht Reflectance
and Texture (CUReT) Database supports computer graphics rendering and as such the
spectral data is limited to RGB channels. It contains more than 60 different materials,
with measurements for each consisting of more than 200 incident and scattering angle
combinations—all the data is internet accessible [21, 61]. Cornell also has a similar database,
having fewer materials but higher spectral fidelity [62]. Numerous spacecraft and optical
component BRDF data are consolidated in SOLEXISTM, a database assembled from many
independent private sources [63]. Finally, Surface Optics Corporation maintains a small
BRDF database available for purchase [64].

The database of most interest in this research is contained in the Nonconventional
Exploitation Factors (NEF) Data System. The NEF provides BRDF signatures of more than
400 materials via a modified Maxwell-Beard BRDF model [10], but is limited in distribution
and not publicly available. Access has been gained to the raw measurements which are used
to derive the Maxwell-Beard model parameters. The measurement protocol for acquiring
the data is that recommended by Maxwell [65], discussed in detail in §2.2.3.3.2. These raw
measurements contain pp, ss and sp BRDF measurements, where the first letter indicates
the incident polarization state, and the second the sensed stated. Laser sources from the UV
to LWIR are used to obtain the scattering in the plane of incidence. Spectral interpolation
is accomplished by a high spectral resolution DHR measurement, where it is assumed that
the spectral BRDF change with orientation is a slowly varying function [10]. Materials
covered in the NEF are grouped into twelve general categories which include asphalt, brick,
camouflage, composite, concrete, fabric, water, metal, paint, rubber, soil and wood. The
database has been employed in rendering computer graphics [66, 67] as part of a project by
the National Institute of Standards and Technology [68]. The availability of the raw data
used to derive the Maxwell-Beard model parameters provides the motivation for enabling
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the polarization of this and other similar BRDF models.

2.2.3 BRDF Models: Target Materials

As has been seen, an infinite number of measurements is required to fully quantify BRDF.
The difficulty in making and managing BRDF datasets necessitates the use of BRDF models.
BRDF models are motivated from several factors:

1. Compactness: Individual material data sets with high angular and spectral sampling
may easily exceed 100 MB, and if a scene is considered which contains hundreds of
materials, the volume of data is unmanageable. A BRDF model provides a concise
means of storing the data.

2. Interpolation: Often only sparse hemispherical sampling has been measured for sam-
ples, in which case a means of inter- or extrapolating the measured values is required.

3. Prediction: No BRDF measurements have been made for a material, but the physical
attributes of the material are known which enable prediction of the BRDF.

4. Information Extraction: In fields such as remote sensing and semiconductor process-
ing, BRDF models may be linked to physical attributes such as leaf area index which
provide target information.

Virtually all BRDF models satisfy the need for compactness, and most provide some means
of interpolation. Models providing prediction without any measured data are first-principles,
physics based and are attractive since empirical data is not needed. Many models are
prediction models which use a modest amount of empirical data, to which some constants
or parameters are fit. Finally, models which provide information extraction are usually
tailored to a specific target classes of interest, such as erectophile vegetation or conifer
forests.

There are seemingly an infinite number of BRDF models, derived from many researcher’s
dissatisfaction with attempting to apply existing models to their specific interest area.
Surprisingly, the computer graphics community has made substantial contributions to the
field as processing power has enabled three-dimensional rendering of objects. Of course,
there is a significant commercial market for these applications which continues to drive
development.

The BRDF models covered in this section are limited to those for homogeneous materials.
That is, models which describe a highly uniform surface that is common with man made
materials which have minimal texture. Thus they are suitable for describing surfaces which



2.2. Optical Scatter from Surfaces 41

are often target materials in spectral algorithms. Heterogeneous material BRDF models,
such as those commonly used in remote sensing for complex vegetation canopies are very
distinct from the homogeneous material models. These models may be used to describe
background materials in spectral algorithms, which may generally be referred to as clutter.
It is rare to find a remote sensing publication which references homogeneous or target
material BRDF models common to the optics and radiometry community. Historically,
the GSD of remote sensing systems has necessitated the use of background material BRDF
models which mixes many material classes within a pixel. Discussion of background material
BRDF models is postponed until §2.2.4.

BRDF models may be classified in a number of ways. One classification is based upon
the treatment of the optics. Geometric optics models are in general more approachable, but
the underlying ray model assumptions break down as surface roughness dimensions decrease
and become proportional to or less than the wavelength. Models based on physical optics
provide a much more thorough treatment through field equations, but result in complicated
expressions.

BRDF models may also be classified as physical or empirical. Physical models rely
upon first-principle physics of electromagnetic energy and material interactions, and require
inputs such as surface roughness parameters and the complex index of refraction. Empirical
models rely solely upon measured BRDF values, while semi-empirical models incorporate
some measured data, but may have significant elements of physics-based principles. These
semi-empirical models are perhaps the most common and versatile.

Many BRDF models divide a surface into microfacets, for which the distribution of the
individual microfacet normals drives the specular and diffuse scattering contributions, as
previously discussed (cf. Figure 2.4). These models heavily rely on spherical trigonometry
to relate the local microfacet coordinate system to the material surface coordinate system.

Recently, polarized BRDF (pBRDF) models have been developed which predict the po-
larized radiance as discussed in §2.2.1.2. Such models are a prerequisite to the quantitative
analysis of polarimetric images in remote sensing. The polarized models are usually enabled
by using the Mueller matrix representation of the microfacet reflections. Two of the pBRDF
models reported in the literature have been enabled by adapting an existing BRDF model
to include polarization effects.

Finally, the question of required accuracy must be addressed. A systems engineering
approach to this question is appropriate, as the required accuracy of any BRDF model
depends upon the specific application, as well as the magnitudes of other radiometric errors
present in the remote sensing imaging chain. It is suggested that the accuracy of many of the
models discussed below is more than sufficient in remote sensing applications. Consider a
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spectral target detection algorithm. An assumption must be made regarding the orientation
of the target relative to the local horizon. The most obvious assumption is that the target
is on level ground. However, deviations of ±20◦ are not difficult to consider (e.g., the slope
of the front of a vehicle, a vehicle on a modest hill, etc.).

2.2.3.1 Early BRDF Models

Though often not considered a BRDF model, the Lambertian assumption ascribes a con-
stant BRDF for all incident and reflecting geometries [69]. It is simply

fr =
ρ

π
(2.63)

where ρ is the reflectance. This is the traditional treatment of reflectance in remote sensing.

One of the earliest variable BRDF models was proposed by Minnaert in 1941 to account
for darkening near the lunar limb [70]. It is represented by

fr =
ρ (cos θr cos θi)

k−1

π
(2.64)

where k is the “limb darkening” parameter. Note for k = 1, it is equivalent to Lambert’s
BRDF.

Astronomical observations have motivated significant BRDF work. In particular, phys-
ical explanations of the “hot spot” effect for planetary bodies was sought. Analysis was
also performed in attempts to better understand the surface of the moon in preparation
of the Apollo lunar landings. Toward this end, Hapke developed what is known as the
Hapke/Lommel-Seeliger BRDF model which accounted for opposition effects [71]. This
work concluded that the lunar surface was composed of fine, compacted dust. The model
would later form part of the basis of the popular semi-empirical model by Maxwell-Beard.

2.2.3.2 Empirical Models

The most straightforward means of producing BRDF data for all incident and scattering
angles is simply by interpolation of empirical data, which may be viewed by some as circum-
venting a BRDF model altogether. Here, no physical basis of the scattering is considered,
and the only inputs are the empirical measurements. This approach is attractive due to the
simplicity.

Such an approach has been used by the University of Zurich’s Remote Sensing Lab-
oratories for outdoor measurements using the BRDF measurement system described in
§2.2.2.3 [33, 34]. An example of fitting BRDF data for lawn grass is shown in Figure
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Figure 2.10: BRDF data for grass at 600 nm interpolated using spherical Delaunay triangulation
with ∼70 measurements (left) and ∼400 measurements (right). Data acquired with the FIGOS
system (cf. §2.2.2.3.1). (With permission from Sandmeier [36, 72]).

2.10 at 600 nm for an incident solar angle of θi = 35◦. Here, interpolation is accom-
plished by spherical Delaunay triangulation, with the left figure having a sampling of
∆θr = 15◦;∆φ = 30◦ (∼70 measurements) and the right figure having a ∼sixfold increase
in sampling at ∆θr = 5◦;∆φ = 15◦ (∼400 measurements). While there is a marked change
in the peak magnitude around the “hot spot” or retroreflection position, the other angular
positions in the coarser sampling appear to have only minor variations.

Interpolation of measured data is highly accurate so long as measurements are made with
reasonable sampling densities. The accuracy increases as the geometric sampling density
increases, but at the expense of massive data storage requirements (cf. §2.2.2.1). Measured
BRDF values may be decomposed into appropriate basis functions having spherical or
circular symmetry, greatly reducing the storage requirements for measured data sets.

Spherical harmonics may be used as a basis set to represent an arbitrary BRDF, analo-
gous to the manner in which a Fourier series may be used to represent a function. However,
a significant number of coefficients may be required for accurate representation, and “ring-
ing” may be present from series truncation [73]. As an alternative to spherical harmonics,
the hemisphere may be projected onto a single plane and Zernike polynomials used [74].
In a similar manner, spherical wavelets may also be used [75]. Other ideas for efficient
representation include transforming BRDF variables by taking advantage of symmetries to
reduce the number of required basis function coefficients [76].

2.2.3.3 Semi-empirical Models
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2.2.3.3.1 Torrance-Sparrow In 1967 Torrance and Sparrow presented one of the first
BRDF models to capture such phenomena as the off-specular peak, as well as providing
good predictions as θr → 90◦ [77]. The Torrance-Sparrow (T-S) model is developed on
the basis of geometrical optics, and as such it requires the RMS surface roughness, σm,
to be comparable to or greater than the wavelength considered (σm/λ & 1.0). As with
many BRDF models, the contributions of individual microfacet reflections to the overall
material BRDF is considered. Each microfacet of area Af is treated as a specular surface,
for which the surface normal angular positions, α, are distributed according to a gaussian
probability distribution, P (α). The diffuse BRDF component of the BRDF arises from
multiple microfacet reflections or internal scattering. Therefore, the reflected radiance, Lr

may be expressed as the sum of the specular and diffuse components

Lr = Lr,s + Lr,d , (2.65)

with the diffuse component given in terms of the incident radiance, Li, by

Lr,d = aLi cos θi (2.66)

where a is a constant.

The specular reflection is obtained by considering the Fresnel reflection, F , off each
microfacet, cf. (2.10) and (2.12). The significant advancement made by the T-S model was
the introduction of a geometric attenuation factor, G, which enables masking and shadowing.
Masking is the blockage of specular reflections by adjacent microfacets while shadowing is
the blockage of the illumination source onto a microfacet by adjacent microfacets. The
resulting BRDF from the T-S model is given as

fr =
F (θ

′
i, n̂) Af G(θi,p, θr,p) P (α)

4 cos θi cos θr
+

a

dωi
, (2.67)

where the second term is the diffuse component and the primed coordinate system is relevant
to the microfacet normal. The θX,p coordinates result from projections of θi and θr onto
the plane determined by the facet and surface normals.

So what parameters are required for producing T-S BRDF predictions? To obtain the
Fresnel reflectance, ñ is required. A roughness parameter, c, which relates the distribution
of facet slopes relevant to the normal plane is required. Note that c is contained in P (α),

P (α) = c e−c2α2
. (2.68)
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T-S used a value of c = 0.05 which was justified based on fitting the data to experimentally-
determined BRDF. While T-S makes use of first principles to model the BRDF, it nonethe-
less requires a parameter which they fit to experimental data.

2.2.3.3.2 Maxwell-Beard The development of the Maxwell-Beard (M-B) BRDF model
was originally motivated for use on painted surfaces [65]. The model development empha-
sizes BRDF prediction from IR laser sources (1–4 µm) with varying polarization states. As
with the Torrance-Sparrow model, separate specular and diffuse contributions to the BRDF
are considered, which Maxwell and Beard term surface and volume contributions.

With the surface model, only single reflections from the microfacet surface are consid-
ered. The distribution of the microfacets are obtained through a “zero angle” bistatic scan
(ZBS) in which the detector and illumination source are co-located, or as close to the same
position without subtending each other. The surface normals of each microfacet are defined
as being oriented in the (θN , φN ) direction. The measured signal of the ZBS scan may then
be related to the density of microfacets which fall within the detector solid angle, giving a
density of Ξ(θN , φN ) which has units of sr−1. Reflection from the microfacets is given by
the Fresnel reflectance, (2.10) and (2.12).

In terms of these experimentally-measured parameters, the surface model component of
the BRDF may be expressed as

frsurf(θi, φi; θr, φr) =
RF (β)
RF (0)

fZBS(θN ) cos2 θN

cos θi cos θr
(2.69)

where RF is the Fresnel reflectance, expressed in terms of half the angle between the
source and receiver, where 2β is the bistatic angle or angle between the source and re-
ceiver. fZBS(θN ) is the BRDF from the ZBS scan through the zenith position (i.e.,
−90◦ ≤ θi = θr ≤ 90◦). It is given by

fZBS(θN ) =
RF (0)Ξ(θN , φN )

4 cos θi cos θr
(2.70)

from which the microfacet density function is obtained.

All information needed for (2.69) is experimentally obtained. However, the Fresnel
reflectance requires the complex index of refraction, ñ, of the material. M-B assumed the
surfaces were dielectrics, a reasonable assumption for the paint samples they were modelling,
which makes k ≈ 0 or ñ ≈ n. A value of n in their study was estimated as n = 1.65 and
was based upon experience with paint samples [65, §7.2, p. 56]. As an alternative, M-B
indicate the value of n may be calculated based upon Brewster’s angle, θB, or the angle of
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incidence where the p-polarization component is minimum.

Using (2.69), M-B derived what the in-plane BRDF should be with a fixed incident angle.
Systematic variations were found which were attributed to shadowing and masking of the
microfacets, previously addressed in the Torrance-Sparrow model discussion. However, M-B
developed their own empirically-derived function to account for shadowing and obscuration
(SO), which they found superior to the Torrance-Sparrow function. The SO function has
two free parameters, τ and Ω [65, p. 10] and is given by

SO(τ,Ω) =
1 + θN

Ω e−2β/τ

1 + θN
Ω

(
1

1 + φN
Ω

θi
Ω

)
, (2.71)

where φN is a “factor calculated from the geometry, which adjusts the fall-off rate of the
shadowing and obscuration function in the forward-scattered direction” [65, p. 10]. With
this modification, the M-B surface BRDF is given by

frsurf(θi, φi; θr, φr) =
RF (β)
RF (0)

fr(θN ) cos2 θN

cos θi cos θr
SO(τ,Ω) . (2.72)

Maxwell and Beard then develop a volume component of the model. The non-Lambertian
volume component development was motivated by experimental observation that the dif-
fuse scatter component was in fact not Lambertian, both from the angular dependency and
the lack of complete depolarization. The non-Lambertian volume component accounts for
subsurface scatter, or the type B and C photons in Figure 2.4. Derivation of this volume
component considers the exponential loss via scattering of energy as the light propagates
into the medium, as well as the exponential loss of energy as the light propagates back
to the surface. It is assumed there is no net transmission of energy through the surface,
and absorption in the medium is not explicitly considered. Given these considerations, the
parametric volume component of the BRDF is given as

frvol =
2 ρV f(β) g(θN )
cos θi + cos θr

, (2.73)

where f(β) and g(θN̂ ) collectively include the β and θN dependencies, and are treated as free
parameters for adjustment based upon the empirical data. However, the computer model
implemented by M-B kept f(β) = g(θN ) = 1, and simply cite these parameters may provide
flexibility in future model development [65, p. 57]. ρV is a constant which may be seen to
equal frvol when θi = θr = 0◦ and with f(β) = g(θN̂ ) = 1. ρV is experimentally obtained
by measuring the BRDF at θi = θr = 0◦ with the incident light polarized orthogonal to the
detector filter [65, pp. 16, 57].
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The complete M-B BRDF model is given by the sum of the surface and volume compo-
nents, or

fr(θi, φi; θr, φr) = frsurf + frvol

=
RF (β)
RF (0)

fZBS(θN ) cos2 θN

cos θi cos θr
+ 2

ρV f(β)g(θN )
cos θi + cos θr

.
(2.74)

So how is the model implemented? The monostatic scan is necessary for determining the
microfacet surface normal distribution function. For the microfacet Fresnel reflectance, an
estimate of ñ is required which may be estimated based upon Brewster’s angle derived from
experimental data. Using these as inputs, three parameters are fit to empirically-measured
BRDF: two which model the shadowing and obscuration, τ and Ω; and one which gives the
volume component of the scatter, ρV . Values of these parameters used in the M-B paper
for a green and tan paint were τ = 15, Ω = 40 and ρV = 0.007 and 0.05.

The Nonconventional Exploitation Factors Data System (NEFDS) (§2.2.2.6) uses a mod-
ified version of the M-B model [10, pp. 21–27]. The SO function is simplified and does not
include the term in parentheses in (2.71). The volume scattering parameters, f(β) and
g(θN ) are also dropped. However, the NEF version allows the simultaneous inclusion of
a Lambertian (ρD) as well as the non-Lambertian volume component of scatter. These
modifications result in a form of the Maxwell-Beard model given by

fr(θi, φi; θr, φr) =
RF (β)
RF (0)

fZBS(θN ) cos2 θN

cos θi cos θr

(
1 + θN

Ω e−2β/τ

1 + θN
Ω

)
+ ρD +

2ρV

cos θi + cos θr
.

(2.75)
The Maxwell-Beard model is addressed in more detail in Chapter 8 as part of the target
material pBRDF model development.

2.2.3.3.3 Sandford-Robertson The Sandford-Robertson (S-R) BRDF model has its ori-
gins in infrared signature prediction for aircraft. Though developed for IR emittance, Kir-
choff’s law enables the application to reflected energy as well since ε0 = 1−ρh. The model is
presented as given by Conant [78] and Jafolla [79], since the original document by Sandford
is not easily acquired [80]. The model serves as the BRDF model for the SPIRITS image
generation and radiometry code, to be discussed in §4.4.

The model uses four parameters:

ρd, strength of the diffuse reflectance,

ε, the hemispherical-averaged emittance or equivalently, 1− ρh,
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b, the rate of emittance decrease toward grazing-angle, and

e, the width of the specular lobe.

Like the previous models, the BRDF is composed of specular and diffuse components.

From Kirchhoff’s law, the hemispherical reflectance from a direction θ equals

ρh(θ) = 1− ε(θ)

= ρhs(θ) + ρhd(θ) ,
(2.76)

which S-R divide into specular and diffuse components, ρhs(θ) and ρhd(θ). The diffuse
hemispherical reflectance is represented by

ρhd(θi) = ρd
g(θi, b)
G(b)

(2.77)

where ρd is one of the model parameters controlling the strength of the diffuse reflectance.
The g(θi, b) function approximates Fresnel reflectance behavior or the grazing angle re-
flectance dependence and is given by

g(θi, b) =
1

1 + b2 tan2 θi
(2.78)

The G(b) function in (2.77) is a normalization factor for the angular distribution of the
energy and is given by

G(b) =
1

1− b

[
1 +

b2

1− b2
log(b2)

]
. (2.79)

Based upon these expressions, the S-R diffuse BRDF component, fd, is given by

fd(θi, φi; θr, φr) =
ρd

π

g(θi, b)g(θr, b)
G2(b)

. (2.80)

The specular portion of the BRDF is constrained by energy conservation of the hemi-
spherical reflectance according to (2.76), such that ρhs(θi) = ρh(θi)− ρhd(θi). The specular
BRDF component, fs, is given as

fs(θi, φi; θr, φr) =
ρhs(θi)

4π

h(β)
H(θi, e) cos θr

, (2.81)

where β is the angle between the local surface normal and the incident angle (the same
as that for the Maxwell-Beard model). The function h(β) describes the distribution of a
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surface of ellipsoids with eccentricity, e (another R-S model parameter) and is given by

h(β) =
(
e2 cos2 β + sin2 β

)−2
. (2.82)

The H(θi) function provides the energy conservation normalization, such that the integral
of the BRDF is equal to the hemispherical specular reflectance. It is represented as

H(θi, e) =
1

2e2

(1− e2) cos θ +
2e2 + (1− e2)2 cos2 θ√
(1− e2)2 cos2 θ + 4e2

 . (2.83)

The full expression for the S-R BRDF is therefore

fr(θi, φi; θr, φr) = fs(θi, φi; θr, φr) + fs(θi, φi; θr, φr)

=
ρhs(θi)

4π

h(β)
H(θi, e) cos θr

+
ρd

π

g(θi, b)g(θr, b)
G2(b)

.
(2.84)

2.2.3.4 Physical Models

A physical BRDF model based upon first-principles is now reviewed. Many physical models
have their origin in wave-based or physical optics and are approached via Kirchhoff scalar
diffraction theory. Discussion of scalar diffraction is beyond the scope of this document, but
a thorough treatment of the topic as applied to rough surfaces is available from Beckmann
[81]. Discussion of physical BRDF models will be limited to the popular He model [82].
Like many other models, the He model has its roots in computer graphics.

The He BRDF model is a physical optics treatment of surface scatter which uses many of
the same concepts as the semi-empirical models such as shadowing and masking. The model
is developed from Beckmann’s general formulation [81], with the following inclusions: i) the
vector form of Kirchoff diffraction, thereby enabling polarization; ii) a surface roughness
averaging scheme using a joint probability distribution function which includes height, slope,
and two spatial points; iii) incorporation of an effective roughness due to illumination angle
and iv) a geometrical shadowing factor.

He’s BRDF model is presented as a summation of three different components, using He’s
notation as: specular-diffuse (sp), directional-diffuse (dd) and uniform-diffuse (ud), which
may be given by

fr = frsp + frdd
+ frud

. (2.85)

The sp component is due to the specular reflection by the mean surface orientation. The dd

component is from diffraction by the surface roughness, analogous to the geometric optical
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treatment of the microfacet distributions. These first two contributions result from first
surface (Fresnel) reflectance. Finally, the ud component is a constant which results from
multiple scattering internal to the material.

Each of these components is represented as follows using previously defined variables
where possible:

frsp = RF · e−g · S · δ(θi − θr) , (2.86)

frdd
=

F (n̂b, n̂b, ~p) · S
cos θi · cos θr

· τ2

16π
·
∞∑

m=1

gm · e−g

m! ·m
· exp

[
−(k vxy τ)2

4m

]
, (2.87)

frud
= α(λ) , (2.88)

where S is a shadowing function, g is a function of the effective surface roughness (σ) given
by

g =
[(

2πσ

λ

)
(cos θi + cos θr)

]2

. (2.89)

The delta function ensures the sp component is zero outside the specular reflection angle
for the mean surface (per Snell’s law). F is a function dependent upon RF (equation
2.24) and ~p, the incident polarization state. k is the wavenumber (2π

λ ),4 vxy is a function
dependent upon the illumination and reflection angles and finally τ is the surface roughness
autocorrelation length. The explicit representations of S, F , τ and vxy are not given here.

As a surface becomes perfectly smooth, g → 0 and S → 1, so there is no attenuation
of the sp component. Likewise, it is seen that the dd component contribution is zero as
g → 0, as expected. Finally, the free parameter α(λ) representing the isotropic (Lamber-
tian) component of scatter may be set out of energy conservation considerations, by using
measurements of ρDHR for instance.

The fundamental parameters required for the He BRDF model are therefore the index
of refraction ñ(λ), surface roughness σ, surface roughness autocorrelation length τ and for
practical purposes ρDHR . So even for a highly physical BRDF model, the empirical quantity
ρDHR is used.

He’s model has been criticized as being slow due to the series in (2.87) which may require
many terms to converge under some conditions. To address this, He later provided a means
of pre-computing a look up table with minimal accuracy sacrificed [83].

4N.B. the original paper contains an error in the expression for frdd (Eqs 7 and 78 in [82]) and does not
include k in the exponent.
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2.2.4 BRDF Models: Background Materials

Remote sensing BRDF models are specifically tailored for heterogeneous materials. Natural
surfaces and landcover contain significant variability, which is difficult to capture with
homogeneous material BRDF models (§2.2.3). The spatial resolution (GSD) of satellite-
based remote sensing platforms has historically been limited to 10s of m (e.g., Landsat). For
most regions of the earth, this results in a per-pixel radiance value due to the integration
of many unidentified landcover features. It is from this perspective that remote sensing
BRDF models have been developed. A special issue of Remote Sensing Reviews (Vol. 18,
2000) provides several articles of interest, which originated from papers and discussions at
the International Forum on BRDF held in December 1998.

Remote sensing BRDF models serve many functions. One purpose is the normalization
of radiance from multi-angle views. It is standard practice to normalize oblique angle data
to that of nadir viewing. This enables improved comparisons to other data sets of the same
region. BRDF models are also instrumental in deriving surface DHR, or the albedo, for
input to climatology models and modelling the planet’s thermal exchange. Finally, as with
homogeneous BRDF models, model parameters may be linked to extracting information
from the scene such as leaf area index (LAI) or leaf area distribution. Often, remote sensing
models must be used to approximate a full hemispherical BRDF representation when only
a few measurements are made, such as with a single pass of POLDER or a few passes of an
off-nadir viewing payload like MODIS.

The general situation considered is a vegetative canopy region over a ground material.
The canopy may have varying crown and leaf orientations, analogous to microfacet surface
variations in target material model. However, leafy materials have significant transmittance
and multiple interactions which complicate the radiometry. The vegetative canopy may also
have varying spacing or areal density. A heavily forested region may have the entire surface
covered by tree crowns, with little ground visible, while other areas may have sparse trees
allowing the ground to drive the signature. New commercial satellites now provide high
resolution (GSD ∼ 1 m) imagery such as IKONOS and QuickBird, enabling resolution of
surface features which provide a priori knowledge of the land cover type such as “trees” or
“grass.”

As with target material BRDF models, a range of empirical to physical models have
been developed. Full empirical models are often not useful for satellite-derived observations,
since the geometric sampling density is very sparse. Physical models provide radiometric
modelling of the surface and enable extraction of parameters having physical significance.
Finally, semi-empirical models provide a hybrid approach from which fits to empirical data
provide some physical basis for the BRDF. Good reviews of remote sensing BRDF models
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are provided in an extensive treatment by Goel [84] which was summarized and updated
in [85]. Additional overviews of BRDF models are given by Strahler [86] and [87]. Finally,
a recent book provides excellent coverage of models and measurement techniques, and also
provides a database [88].

The discussion will be limited to semi-empirical models, which are often composed of a
summation of linear contributions expressed as

fr(θi, θr, φ) =
∑

n

ankn(θi, θr, φ) (2.90)

where n typically ranges from 2 to 10. Many models have n = 3 parameters with the
kn terms consisting of isotropic, surface and volumetric functions. The kn contributions
are called kernels from which these models are also called kernel-driven or kernel-based
models [87]. The kernels provide different geometric expressions for a particular type of
BRDF contribution. Detailed examination of a particular BRDF model by Roujean provides
further details on the kernel representation.

The semi-empirical Roujean BRDF model [89] is a kernel-based model and has main-
tained popularity due to its versatility and accuracy for modelling a number of land cover
types. The BRDF is quantified by a geometric and volumetric scattering component. The
geometric scattering component models randomly placed vertical, opaque “long-wall pro-
trusions” on a flat horizontal plane [89]. Both the protrusions and the background plane
are assumed to be Lambertian surfaces. Increasing zenith angle illumination produces in-
creased shadowing of the background plane according to the protrusion height. However,
the protrusions are distributed such that mutual shadowing of one protrusion onto another
is not considered.

The volumetric component models randomly placed facets which absorb and scatter
radiation according to a simple radiative transfer model. The facet distribution is treated as
isotropic, with a specified density. Several assumptions are made in deriving the volumetric
term—only single scattering is considered and the facet reflectance and transmittance are
treated as being equal. This last assumption is a gross one, but was necessary to reduce
the number of free parameters in the model to three.

All scattering results from the geometric and volumetric components, which are consid-
ered independent. The resulting BRDF model, is given by

ρ(θi, θr, φ) = k0 + k1f1(θi, θr, φ) + k2f2(θi, θr, φ) (2.91)

where ρ is the reflectance factor. The geometric scattering results from k0 + k1f1 and the
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volumetric scattering is contained in k2f2. The standard means of implementing the model
is such that the magnitude of the kn parameters returns the reflectance factor, scaled from
0–100. The equivalent BRDF is obtained by a simple scale factor, or

fr =
ρ

100 π
. (2.92)

The f1 function is derived from geometric considerations of the protrusion placement
and without further derivation is given by

f1 =
1
2π

[(π − φ) cos φ + sinφ] tan θi tan θr

− 1
π

(
tan θi + tan θr +

√
tan2 θi + tan2 θr − 2 tan θi tan θr cos φ

)
. (2.93)

The f2 function has its origin in a simple radiometry model, which includes some of the
previously mentioned assumptions. It is given by

f2 =
2
3π

(π − 2ξ) cos ξ + 2 sin ξ

cos θi + cos θr
− 1

3
, (2.94)

where ξ is the scattering angle between the incident and scattering directions defined by

cos ξ = cos θi cos θr + sin θi sin θr cos φ . (2.95)

Roujean’s convention is for 0◦ ≤ φ ≤ 180◦ and 0◦ ≤ θr ≤ 90◦, where the backscattering
orientation is φ = 0◦. The full derivation of these functions is lengthy, to which the reader
may reference [89].

The free parameters, k0, k1 and k2 have some physical significance. k0 correlates to
an isotropic Lambertian contribution and is equivalent to the reflectance when θi = θr =
0◦. k1 is related to the protrusion height, length and width while k2 is related to the
facet reflectance and area (e.g., canopy leaf reflectance and coverage, or leaf area index).
The Roujean model was implemented with parameters from Roujean’s paper, successfully
replicating the results for a “wheat field” (Figure 2.11).

2.2.5 Model Performance

It was earlier observed that the proliferation of BRDF models was in part due to the
dissatisfaction of researchers with their performance. That being said, how well do the
models perform? Some examples are present in the literature which provide some insight,
though they are perhaps negatively biased in that most focus on a new model which provides
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Figure 2.11: Roujean model results fit to empirical data for a wheat field in the visible for θi = 27◦,
where the magnitude is in terms of BRDF or sr−1. This replicates the results in [89, Fig. 7, p.
20,463]. The peak reflectance is noted at the “hot spot” or retro-reflection location. Parameter
values are k0 = 27.3, k1 = 5.2 and k2 = 26.9.

an improved fit relative to “classical” models. The manner in which data is fit to a model
is also a topic of discussion unto itself. Typical approaches are to derive model parameters
which minimize the least square error of the fit, but algorithms which do so are subject to
localized minimums. Some have used visual inspection of the fit, which may be appropriate
when accuracy around one particular scattering geometry is desired.

The performance of various target material BRDF models was investigated by Culpepper
[90] for glossy white and black paints and mill-finished aluminum. These materials are
relatively specular with the BRDF spanning 3–4 orders of magnitude. Culpepper limited
the measurements to the plane of incidence and desired a model to fit all the measured data
to within 10%. However, differences from a factor of 2 to a factor of 10 were present with all
the models at some point over the −90◦ ≤ θr ≤ 90◦ scan. Culpepper resorted to empirical
interpolation to obtain the required accuracy. Perhaps it should have been anticipated that
models would be challenged in achieving the desired accuracy given the dynamic BRDF
range of specular materials. Other publications also present measured data which has been
fit to BRDF models [91] to include the Sandford-Robertson model [92].

The performance of several remote sensing or background material BRDF models is
reported by Boucher [39] and Hautecoeur [93]. Boucher made measurements on sand, “dry”
grass, and “green” grass at 600 and 800 nm. Significant in this work is the quantification
of model performance for different azimuth sampling densities. The Roujean model [89]
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provided one of the best performances, and had minimal errors for all the materials at both
wavelengths when at least 25 hemispherical samples were acquired (for a single θi value).
The Roujean model also provided good performance when measurements were limited to
only three azimuth planes: φ = 0◦ (or 180◦), 60◦ and 120◦. Roujean’s model was also
commended by Hautecoeur [93], having the best performance of the semi-empirical models
surveyed.

2.2.6 Polarimetric BRDF Models

Polarimetric BRDF (pBRDF) models are required for predicting the reflected polarized
radiance given an incident irradiance having arbitrary polarization. There has been minimal
development of pBRDF models. As with the scalar or intensity-only conventional BRDF
models, a distinction is made between homogeneous (target) materials and inhomogeneous
(background) materials.

For target materials, polarized versions of scalar BRDF target models have been created
by incorporating the Fresnel reflectance contributions from the micro-facet surface repre-
sentation. The Mueller matrix for each micro-facet is considered and related back to the
global, macro geometry, and a superposition of the individual microfacet polarized radiance
contributions are made. Background material pBRDF models have been developed which
crudely approximates landcover classes.

2.2.6.1 Target Material pBRDF Models

A late 1990’s industry survey concluded that no existing pBRDF model represented pBRDF
signatures with the required fidelity [94]. However, some historical scalar BRDF models
such as He’s provides an intrinsic means of modelling polarization.

Like He’s model, a new physical optics model by Duncan also provides polarization
information [95]. Other historical scalar BRDF models derive polarized reflectance values
as an intermediary to calculating the scalar radiant intensity, L or the L0 Stokes vector
component. However, few efforts have been made toward implementing fully polarized
versions of these models.

Recently, Priest provided a general polarized formulation for a microfacet BRDF model
[96, 97]. The microfacets are represented as a two-dimensional Gaussian distribution func-
tion, from which the polarized radiance may be calculated. A polarized version of the
Sandford-Robertson BRDF model has been developed by Conant [78], where the volumet-
ric scattering component is considered to be completely depolarizing. Finally, a polarized
variant of the Torrance-Sparrow BRDF model has been reported by Fetrow [98]. Meyers
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implemented a hybrid model using the Priest microfacet specular reflectance, and the vol-
umetric scattering component of the Torrance-Sparrow model [99]. The OPTASM BRDF
model also supports polarimetric calculations [94, 100, 92], though details behind the po-
larized implementation are lacking.

In pBRDF models, it is common to assume that the volumetric scattering is completely
depolarizing (cf. type B photons in Figure 2.4). However, as reported by Ellis, this assump-
tion is shown to be inaccurate [101]. Thus a model which includes a polarized contribution
from this scattering source is desired.

2.2.6.2 Background Material pBRDF Models

Even fewer pBRDF models for background materials exist. The only effort appears to be
a parameterized model which supports the POLDER mission (discussed in more detail in
§3.2.2.2. Data collected over large, homogeneous land areas was analyzed to produce two
expressions for the pBRDF of landcover. pBRDF representations for general “vegetation”
[102] and “soil” [103] classes have been developed. The models are used as a linear com-
bination with the relative weighting based upon a normalized difference vegetation index
(NDVI) calculation [51].

The models are given by

ρveg
p =

Fp(α)
4(cos θi + cos θr)

, (2.96)

ρsoil
p =

Fp(α)
4 cos θi cos θr

, (2.97)

where α is the incident angle, α = (π − γ)/2 where γ is given by

cos γ = − cos θi cos θr − sin θi sin θr cos φ . (2.98)

Fp(α) is the polarized fraction of the Fresnel reflectance given by

Fp(α) =
1
2

[(
n̂ cos αt − cos α

n̂ cos αt + cos α

)2

−
(

n̂ cos α− cos αt

n̂ cos α + cos αt

)2
]

, (2.99)

where αt is the transmitted angle solved via Snell’s law.

This model provides a baseline by which the pBRDF of natural materials may be
represented—however, only at a GSD which integrates out the BRDF variability. For this
reason even if it were highly accurate it is inadequate. Existing scalar BRDF models for
background materials, such as Roujean’s, are not amenable to a polarized adaptation. A
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viable background pBRDF representation will likely be stochastic in nature due to the high
variability of these materials at GSDs of interest (GSD ≈ 1 ft).

2.2.7 BRDF Summary

The direction and magnitude of optical scattering from surfaces is defined by the BRDF.
The most generalized form of the BRDF is the polarized BRDF and is represented as a
Mueller matrix, which contains all the scattering information. The variability or texture
of a surface may be characterized by the bidirectional variance function (BRVF), which is
necessary for inhomogeneous materials such as natural surfaces. It is through the BRDF
that material-dependent polarization signatures are imparted which may be exploited in
remote sensing.

Many measurement techniques have been developed to quantify BRDF. Polarimetric
BRDF measurements add another degree of difficulty to an already challenging character-
ization. BRDF models serve to compactly represent a complex BRDF through a reduced
number of parameters. BRDF models may also provide BRDF predictions based upon
physical properties of the materials. Few BRDF models have been developed which provide
a full polarimetric treatment. It is appropriate to divide BRDF models into those which
represent homogeneous (target) materials and inhomogeneous (background) materials.

By having polarimetric BRDF data and/or models, it is possible to predict polarimetric
signatures. The origin of VNIR radiance at an aperture of a remote sensing system must be
explored in detail, which will serve to highlight the importance of the polarimetric BRDF
function, Fr. The governing equation for polarized radiance reaching a sensor aperture is
presented in Chapter 4.





Chapter 3

Prior Work & Advancements

A review of polarimetric imaging is now made in order to establish the current state of the
art from which advances may be made. Use of polarization is by no means limited to remote
sensing, and a review of current applications being developed and explored in other disci-
plines provides insight into potential means of applying those techniques to remote sensing
problems. The historical use of polarization in remote sensing will be reviewed, along with
current developments toward target detection and classification. Novel means of dealing
with polarization calculus are discussed, followed by techniques developed for presenting
polarization information to the human visual system. Techniques of presentation to the
human visual system provide no additional qualitative analysis or information content, but
are useful for visualizing and discussing polarization phenomenology. Finally, polarimetric
optical systems are briefly commented on.

3.1 Imaging Polarimetry Across Disciplines

A literature search on electromagnetic polarization returns results which are generally ger-
mane to i) astronomical imaging, ii) biological and medical imaging, iii) machine or com-
puter vision or iv) remote sensing. Each of the first three categories may be defined as
remote sensing in the broadest sense, but each has its own body of literature. A brief
review of polarimetric imaging in these fields is warranted in an effort to identify synergy
with overhead remote sensing.

Other fields also have significant polarization research and applications efforts. Telecom-
munication efforts are concentrated on maintaining polarization states in optical fibers, as
a further attempt to increase the bandwidth akin to dense wave division multiplexing. To
some extent, polarimetric remote sensing may be considered ellipsometry, but with very
poorly controlled conditions! Ellipsometry is typically limited to measurement and char-
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acterization of optical thin films. At the opposite extreme of overhead remote sensing,
polarimetric microscopy derives information at the micro scale which is not obtainable with
intensity-only images [104].

3.1.1 Machine Vision & Artificial Intelligence

Polarimetric imaging has been used as a means to derive additional information from objects
for “machine” vision. Wolff demonstrated a technique of separating conductive materials
from dielectrics based upon the higher DOP imparted by dielectric materials. An application
of this system for autonomous circuit board inspection is suggested [105]. Further work by
Wolff developed polarization techniques to determine whether edges in images were a result
of one object occluding another, or an inherent feature on an object [106]. A means of
estimating surface normal orientation is also presented in the same work and an improved
polarization imaging system for these applications is shown in [107]. Techniques to remove
specular reflections based upon polarization have also been developed for image recovery
[108].

3.1.2 Astronomy

The astronomical and planetary science community is responsible for generation of the first
BRDF model, and routinely uses polarimetric sensing of planetary bodies and satellites.
This early history will be covered as part of the review of the polarimetric remote sensing
review (§3.2). Recent instrumentation advances have enabled optical polarimetric imaging
at the 0.001% level which has served to invigorate the field. Dedicated conferences on the
subject are now established [109].

For planetary bodies and satellites without atmospheres, polarimetry enables derivation
of the physical composition of the surface—examples of such efforts will be discussed in
§3.2. For planetary atmospheres, polarimetry is routinely used to determine cloud, aerosol
and particulate structure.

3.1.3 Medical

Polarimetric medical imaging and medical imaging in general is motivated by the desire to
make non-invasive diagnosis. Optical spectralpolarimetric imaging has been demonstrated
for subsurface tissue imaging, at depths up to 1 cm, which is otherwise not achievable with
intensity-only methods [110]. Mueller matrix imaging techniques have also shown promise
for material discrimination, such as between cancerous and non-cancerous cells [111]. Other
promising non-imaging applications include the monitoring of glucose levels, which imparts
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polarization due to the chiral molecular structure of glucose. Polarization is also proving
useful for studying blood circulation [112]. The use of biometric information for security
applications has also motivated the use polarization to verify identities, such as fingerprint
verification [113].

3.1.4 Remote Sensing

The use of passive polarimetric imaging in remote sensing will be reviewed in detail in the
rest of this chapter, but it is worth noting other uses of polarization in remote sensing.
The two most significant areas both use active imaging methods in which an illumination
source is supplied. Significant polarization techniques in synthetic aperture radar have been
enabled and the prospects of active laser illumination in the optical frequency regime are
also being explored. It’s worth noting that the signal returned by active systems returns
that of a monostatic angular BRDF, or the co-location of source and receiver (θi = θr, to
within the propagation time difference). For radio frequencies, this is often called the radar
cross section, and is simply a subset of the generalized BRDF.

3.1.4.1 Synthetic Aperture Radar

Synthetic aperture radar or SAR has been used to provide “all-weather” imaging due to the
fact that water vapor (clouds) are highly transmissive in the radio frequency regime. The
surface of Venus was mapped using SAR and an accurate digital elevation model (DEM)
of the Earth’s surface has been provided by a SAR mission on the U.S. Space Shuttle. The
use of polarimetric SAR has long been acknowledged as a means of obtaining additional
and discriminatory information from targets or backgrounds [114, 115].

As with optical polarimetry, illumination and receive states of two orthogonal polariza-
tion components are used. In the parlance of SAR, the s-polarization is “H” for horizontal
and the p-polarization state is termed “V” for vertical. Scattering matrices or the Mueller
matrices describing the scattering are used to obtain discriminatory information from tar-
gets [116]. As with optical polarimetry, BRDF models have been developed for varying
materials, though significant simplification of the models is possible since θi = θr. One such
model is that for bare, rough soil over the 1–100 GHz range [117].

In the RF regime, λ is often much greater than the surface roughness parameters consid-
ered in optical BRDF models, in which case models based on the ray approach of geometric
optics fails. The other significant difference are the dielectric constants of materials at
SAR frequencies. Rather than characterizing materials in terms of the index of refraction,
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materials are characterized by their impedance, Z, having units of Ohms and expressed by

Z =
√

µ

ε
. (3.1)

As seen from (2.5), information equivalent to ñ is contained in Z. The impedance mis-match
(or equivalently the difference in the refractive index) of dielectric materials at microwave
frequencies is not as great as that in the optical regime, which enables significant transmis-
sion into materials. This is the basis of ground penetrating radar.

3.1.4.2 Active Optical Imaging

Active optical imaging in remote sensing is usually via light detection and ranging (LIDAR)
with laser sources. Polarimetric LIDAR is not as advanced as polarimetric SAR due in part
to a lack of appropriate laser sources. VNIR LIDAR systems typically operate at 532 nm

or 1064 nm using a Nd:YAG laser. Achieving spectral diversity with sufficient power is very
challenging. As with polarimetric SAR, the ability to control the polarization of the incident
and received radiation enables recovery of the full polarimetric BRDF matrix (Fr), which
is not possible with passive polarimetric remote sensing.

3.2 Polarimetric Remote Sensing

3.2.1 Early Uses of Polarization in Remote Sensing

In 1929, Lyot published the results of polarization measurements of the moon, enabled by a
polarimeter of his own design [118]. Lyot found the DOP to be phase angle (ξ) dependent,
and that for 0◦ ≤ ξ ≤ 23.5◦ the lunar polarization was predominantly p-polarization or
parallel to the earth-sun-moon scattering plane. Emulating this result in the lab with a
variety of substances, he concluded the lunar surface was covered with small grains [119].
Further investigations in the late 1950’s and early 1960’s corroborated and refined this
prediction of the lunar surface. Dollfus completed many studies of lunar polarization [120,
121, 119] and Hapke [71] formulated an early BRDF model which predicted “fine, loosely
compacted dust” for the lunar surface.

The use of polarimetric imaging for terrestrial remote sensing began in earnest in the
late 1960’s. A spectral dependence on polarization was noted by Chen when making pBRDF
measurements of white and desert sand, soil and water [122]. Egan began a prolific career
with a 1970 publication on crop identification using polarization [3, Ch. 11]. Burns reports
the use of a system to detect and monitor the oceans for oil pollution [123]. A 1976
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high-altitude balloon flight made linear polarization measurement in the visible and near
infrared, producing some of the first polarization measurements of the earth’s atmosphere
and demonstrated the ability to distinguish between clouds composed of liquid water or ice
[124]. A seminal paper by Walraven demonstrated derivation of Stokes images using linear
polarization filters and the generation of images showing the DOP and polarization phase
angles [6]. Walraven demonstrated improved contrast and noted the additional information
obtained through polarization images. It’s of interest to note Walraven’s words in the
abstract:

“The polarization of reflected radiation can provide useful information which
could be used in remote sensing applications to help distinguish different natural
surfaces with similar spectral signatures. Yet the use of polarization has been
almost completely neglected in remote sensing applications partially because of
the lack of understanding of the information contained in the polarization field.”

This statement rings as true today as it did when published in 1977. As will be seen,
most work in polarimetric remote sensing stops at the point of presenting “pretty pictures”
which provide contrast improvement, or enhanced detection of “man made materials”.

3.2.2 Space-based Missions

To date, there have only been two space-based payloads which have provided polarimetric
imaging of the earth. A series of Space Shuttle missions was completed in the mid-1980’s
and recently two French payloads flew on the Japanese ADEOS satellites.

3.2.2.1 Space Shuttle

The U.S. Space Shuttle completed a series of six missions in 1984 and 1985 which provided
some 1000 polarized images of the earth. The experiment used two bore-sighted Hasselblad
500 EL/M 70-mm format cameras with linear polarization filters oriented 90◦ with respect to
one another. Film used in these missions was either black and white or Ektachrome 5036.
Mission specialists were instructed to rotate the camera such that a maximum intensity
image (Imax) was acquired for one camera, which resulted in the minimum intensity image
(Imin) in the cross-polarized camera.

Development of the film was done under identical conditions for each image pair to
maintain the best inter-frame relative exposure densities. However, quantitative analysis of
the imagery is challenging, given the non-linear response of the film, the shuttle window’s
polarization effects and the uncertainty in the alignment when the images were taken. The
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Imax and Imin images have been used to derive an approximation to the DOP according to

DOP =
Imax − Imin

Imax + Imin
, (3.2)

where it is noted that −1.0 ≤ DOP ≤ 1.0. Negative values are possible since an individual
pixel in the Imin image may have a value greater than the corresponding Imax image, in
which case the polarization orientation is reversed.

Preliminary results from this experiment were reported by Coulson [1]. The experiments
served as an impetus for a NASA workshop to discuss some of the findings and provide future
direction of polarimetric remote sensing [125]. Signal to noise or contrast enhancement for
various surface features are reported by Whitehead [2]. Further quantitative analysis of
the imagery was completed by Egan for the Hawaiian islands [126][3, Ch. 20] and for farm
crop identification [127][3, Ch. 11]. An attempt to provide better calibration of the images
is discussed by Roger [128] as is further analysis of various images. Israel noted a distinct
variation in the polarization between barren land and the ocean from varying view angles
with the shuttle images [129]. Additional and similar findings are found in [130] [131]. The
shuttle images are further discussed in §10.2.4, where the initial examination of some images
is discussed.

3.2.2.2 POLDER

As previously mentioned in §2.2.2.4, the POLDER mission also acquired overhead polar-
ization images of the earth. The Polarization and Directionality of the Earth’s Reflectance
(POLDER) instrument was developed by the French Space Agency and was operational on
both the Japanese ADEOS and ADEOS-2 satellites in sun-synchronous 796 km orbits. The
along-track and cross-track FOVs are ±43◦ and ±51◦ which is imaged onto a Si-based CCD
of 242× 272 resulting in a nadir GSD of some 6× 7 km. These characteristics enable up to
12 multi-angle images of a point during a single pass—successive passes enable a reasonable
sampling to construct BRDF as previously discussed in §2.2.2.4. POLDER has eight spec-
tral bands, from 443–910 nm. Three of the bands, 443, 670 and 865 nm are polarized and
have spectral bandwidths of 20, 20 and 40 nm, respectively. The polarized bands are limited
to linear polarization which are acquired at three orientations: 0◦, 60◦ and 120◦ [49].

A sample of POLDER imagery is shown in Figure 3.1, where the RGB bands have
been encoded from the 865, 670 and 443 nm bands, respectively. The left image in each
of the four sets shown is the total radiance, while the right image is the DOP image.
Examination of Figure 3.1 illustrates some polarization phenomenology. The DOP images
are predominantly blue, as expected from the polarization-dependent Rayleigh scattering.
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Solar ”glitter” from the sea surface is also seen to be highly polarized. The backscatter
direction, θr = θi is seen to provide the minimum DOP.

Figure 3.1: Four sets of POLDER images over India from a single pass, sequenced a → d. The RGB
channels correspond to 865, 670 and 443 nm with the left image in each set the total radiance and
the right image DOP. Courtesy of [132] with permission.

Using POLDER data, the polarized BRDF was empirically determined for four land
classes: forest, shrubland, low vegetation and desert [51]. The GSD used for this charac-
terization was 19× 19 km2, therefore requiring large uniform cover areas. A sample of this
data in the principal plane for forest and desert is shown in Figure 3.2. The magnitude of
the data shown here is for that of the s-polarization. The significant tail in the distribution
in the forest data at the high forward scattering geometry is attributable to sparse areas
of water inundation. The polarized reflectance throughout the hemisphere for forest and
desert land classes is shown in Figure 3.3, which also includes three incident angles. Also
shown is the fit to a pBRDF model, as described in §2.2.6.

Additional analysis of land surface polarization from POLDER data is given by Anjun,
where the polarization effects of vegetation, bare soil and water land classes were character-
ized. Atmospheric polarization correction parameters were applied to all three POLDER
polarization bands, but the final analysis was limited to the 865 nm band to minimize at-
mospheric scattering effects. As anticipated, a monotonic increase in the DOLP was seen
as the relative azimuth scattering angle approached 180◦ [133].

These data indicate there is a gross polarization effect from land cover. Higher spatial
resolution would enable derivation of the polarimetric BRDF variance (or BRVF), which



66 Chapter 3. Prior Work & Advancements

Figure 3.2: Polarimetric BRDF of “forest” and “desert” land classes in the principal plane at 865
nm with 40◦ ≤ θi ≤ 45◦. Forward scattering is represented by negative θr values (x-axis) and
backward scattering by positive θr. The colors indicate the density histogram for a given θr [51].
With permission from IEEE, c©1999 IEEE.

would likely become significant when sampled down to the GSD = 1 m level. This exem-
plifies the type of data needed to approximate polarimetric background signatures.

3.2.3 Polarized Reflectance Measurements

In order to predict the polarized radiance reflected from a material, it is necessary to
characterize the pBRDF of that material (cf. §2.45). Relatively few references may be
found on pBRDF material measurements where the full scattering matrix is quantified.
A less general case of pBRDF is often measured, called here the polarized reflectance.
These measurements are usually limited to incident random polarization, and hemispherical
sampling is typically performed only in the plane of incidence.

3.2.3.1 Natural materials

Soils and sand Chen performed some of the first polarimetric scattering experiments on
soil, “desert” sand, “white” sand and water in an effort to characterize their properties and
provide insight into the scattering mechanisms, which at the time (1968) did not have a
strong theoretical basis. Discrete wavelengths of 0.3975, 0.5000 and 0.6050 µm were used and
the DOP was measured over a range of θr in the plane of incidence. For all four materials,
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Figure 3.3: The hemispherical polarimetric BRDF of “desert” (top) and “forest” (bottom) land
classes at 865 nm for three ranges of θi: 10◦ ≤ θi ≤ 15◦, 35◦ ≤ θi ≤ 40◦ and 60◦ ≤ θi ≤ 65◦ (left to
right). Isotropic, or azimuthal symmetry is assumed; the top half of each diagram is the empirically
determined pBRDF, and that on the bottom is a fit to a pBRDF model. Not clearly visible is the
magnitude scale, ranging from < 0.10 to > 2.50 for the desert (top) and < 0.10 to > 1.80 for the
forest (bottom) [51]. With permission from IEEE, c©1999 IEEE.

the “negative” polarization branch or p-polarization resulted near the angle of incidence,
which was θi = 53◦. As anticipated, the water had the highest DOP which peaked at > 0.80
around θi = θr. The soil DOP approaches a maximum for all three wavelengths at θr ≈ 40◦,
with DOP maximums of 0.18, 0.11 and 0.07 with decreasing wavelength. The “desert” sand
is similar, but with the maximum DOP occurring at θr ≈ 65◦. Finally, the “white” sand
DOP continually increases with θr to a maximum of 0.13 and 0.18 at 0.3975 and 0.6050
µm at θr = 80◦, the highest scattering angle measured. Chen also made these measurement
using different incident polarization states.

Soils and mineral polarized reflectance have also been measured by Gibbs who concluded
that volumetric scattering contributed to a higher level of depolarization, evident from
translucent soil particles such as quartz and gypsum sand. Opaque soil particles result in a
lower depolarization [134, 135].

Vegetation The polarized reflectance of vegetation has received considerable attention.
Most of the investigations are motivated to support the agricultural applications of remote
sensing [136, Ch. 14].
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The phenomenology of polarization by vegetation is thoroughly discussed by Herman.
Leaf reflectance in the context of leaf morphology is presented, to include surface and interior
or volume scattering by leaves. Polarization from leaves is primarily due to reflectance off
the epicuticular wax [137].

Vanderbilt has completed several studies on vegetation [138, 139] concentrating on agri-
cultural crops such as wheat [140], oats [141] and sorghum [142]. Vanderbilt provides a more
thorough treatment than most researchers of the radiant sources in a vegetation canopy.
The sky light, transmitted radiance through leaves, and diffuse scatter from leaves are all
considered secondary sources. A semi-quantitative technique of delineating the origin of
polarized reflectance is developed, distinguishing between direct solar specular reflections
and specular reflections from the diffuse sky and light transmitted through the canopy [141].

Vanderbilt concludes that practically all polarized radiance from the canopy may be
attributed to direct solar specular reflectance [141, p. 460]. Vanderbilt advocates spectral
polarimetric imaging of vegetation canopies to provide insight into their radiative transport.
In particular, sensing in the red (where there is high absorptance from chlorophyll) max-
imizes the polarization information [141]. In some instances, the polarized radiance may
degrade the biochemistry information of the canopy [142]. This conclusion is not surprising,
as the volumetric (diffuse) scatter from leaves provides the spectral information on the leaf
interior. As previously discussed, polarized reflectance is color neutral, largely providing
information limited to the leaf surface morphology.

Rondeaux acquired polarimetric images of corn and soybean crops at 550, 630 and 790 nm
at varying solar angles. Data from the soybeans were taken during water-stressed conditions
and after heavy rainfall. The soybean DOP was lower under water-stressed conditions which
is attributed to a leaf inclination change due to “droopy” leaves. It is important to note
that this change was not discernable using intensity-only data. Corn measurements were
made before and after tasseling. Rondeaux develops a polarized reflectance model applicable
to vegetation incorporating a leaf distribution function which may be used for planophile
and erectophile vegetation [102]. Duggin has also imaged agricultural crops and noted the
polarization variability of vegetation in the NIR, red and green spectral regions [143].

3.2.3.2 Target materials

The pBRDF measurements of paints corresponding to the colors of Federal Standard paints
is reported by [144]. Flat, semi-gloss and gloss paints were used to provide a range of
surface roughness. The DOP is measured as a function of wavelength from 0.65–1.0 µm

and as a function of phase angle, ξ. The findings are consistent with that expected from
Fresnel reflectance and Umov’s effect (§2.2.1)—a higher DOP is observed in highly absorbing
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materials. For θi = θr = 45◦ in the plane of incidence, the DOP ranges from ≈ 0.02 to
0.18 for flat white and flat black paints, respectively. When scanned over varying incident
angles, the DOP reached a maximum of 0.45 at θi ≈ 82◦ for the flat black paint and 0.07
at θi ≈ 87◦ for the flat white paint.

3.2.4 Object Classification and Detection

There is a significant body of literature on spectral polarimetric imaging. Most of the
research demonstrates the improved contrast which may be obtained with proper spectral
and polarization selection. Minimal attempts have been made to integrate the fundamental
phenomenology responsible for these effects. That is, an end-to-end simulation using a
priori Fr knowledge in conjunction with a governing radiometric equation has not been
noted. A brief discussion is given on some relevant target-detection and/or classification
efforts using polarization.

Hyperspectral polarimetric images in the VNIR of plants and painted metal plates are
reported by Gupta toward target detection and identification efforts by the U.S. Army
Research Lab. For indoor lab measurements, a phase angle of 105◦ was found to provide
the best polarimetric differentiation between targets. Outdoor tests were completed under
varying weather conditions and at ranges from 100 m to 20 km. The 100 m tests attempted to
compare the lab results with those which included diffuse sky illumination. As anticipated,
data taken on clear days provided a much higher polarization signature than data on an
overcast day [145]. Gupta has also demonstrated the increased polarization of man-made
objects to include cars and asphalt [146].

Cheng of the Jet Propulsion Lab has also reported results from hyperspectral polarimet-
ric imaging. Cheng notes the effects of aerosols in outdoor imaging, which for the particular
imaging scenario, resulted in an increased DOP with distance [147]. Data was also collected
on inactive landmines, cement blocks and plastic pipes placed in backgrounds of a field of
iceplants and dirt [148]. Cheng notes the value of combining spectral and polarimetric sig-
natures, but states that there needs to be an understanding of the phenomenology to take
advantage of the information.

Denes demonstrates the increased polarization of a surrogate military vehicle compared
to that of a vegetation background [149]. Measurements on green painted metals, green veg-
etation and camouflaged netting were completed by Katkovsky where the maximum contrast
in intensity and DOP were quantified. DOP was noted to be highly dependent upon the
phase angle, and the polarization orientation was found to be highly independent of phase
angle. The polarization orientation change primarily resulted from the orientation of the
observation plane relative to the incident plane [150]. An analysis of spectral-polarimetric
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imagery of camouflaged military equipment from 0.51–0.77 µm was completed by Sturgeon,
who concluded the spectral data was useful in distinguishing the equipment from the back-
ground. However, she found that the camouflaged netting had a polarization signature
similar to trees, the background in which such netting is frequently found [151].

The polarimetric signatures of landmines were reported by Howe who includes separate
results for VIS, NIR and MWIR measurements. Surprisingly, a circular polarization com-
ponent was found to provide a discriminating signature. The circular polarization signature
may be attributed to the diffuse sky linear polarization component incident upon the metal,
which in turn imparts some ellipticity [152].

Results of passive polarization measurements in the SWIR of the sky, automobiles, trees,
water, a roof and other objects throughout a day are reported by Miller [153]. The improved
categorization of painted metal plates using polarization information in conjunction with
spectral is noted in [154].

Petri contemplated reducing the dimensionality of hyperspectral cubes for target detec-
tion based upon polarization signatures [155]. This work directly addresses the information
content of the two imaging domains, and is where further phenomenology-driven work
should be completed.

The most significant effort found to date toward the fusion of spectral and polarization
signatures is discussed by Mayer, et al. [156] of the Naval Research Lab. Detection of cam-
ouflaged targets using the RX spectral algorithm [157] demonstrated that false detections
were largely uncorrelated between the spectral and polarimetric imaging modalities. ROC
curves produced by the study demonstrated increased target detection performance. The
study was somewhat limited by sensor noise and spatial registration accuracy.

3.3 Visual Representation

Different means of visualizing polarization data and images are useful for human consump-
tion, though they have no affect on information content or algorithm performance. Stokes
images are a direct means of presenting the Stokes vector data. Perhaps a more visually
appealing technique is to use the hue, saturation and value (HSV) color space which may
be used to encode the polarization information [158]. In this manner the hue correlates to
the orientation (χ), the saturation with DOP and value the intensity image (S0). Examples
of Stokes and HSV-encoded images are presented in §10.2.1.
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3.4 Instrumentation

This research is focused on the radiance reaching a sensor aperture, and as such will not
delve into details of imaging polarimeters. However, it is worthwhile to briefly comment on
the technology, which is a required input into the imaging chain. Imaging polarimeters have
two fundamental designs. The system may be one which uses multiple apertures with each
aperture providing unique polarization filtering, or a single aperture which provides the same
filtering but via sequentially changing the polarization filters. The multiple aperture systems
have the advantage of simultaneous image acquisition, which is important for accurately
capturing the Stokes vectors for scene elements where there is movement (e.g., blowing
grass in the wind) or changing illumination conditions. However, the use of multiple focal
planes results in the spatial mis-registration of the images, which must first be registered;
any residual registration error is translated in errors in the determined Stokes vectors. The
single aperture system typically results in better spatially-registered images, but the time
required to acquire the images result in errors from any temporal changes in the scene.

3.5 History Summary

It has long been recognized that polarized radiometry provides more information than
intensity-only sensing. Many disciplines have found polarimetric imaging to be valuable.
The use of polarimetric remote sensing of the earth is still in its infancy with the first
space-based polarized images of the earth being acquired in the mid-1980s. Several studies
have pointed to the promise of polarimetric imaging.

However, a cohesive framework which provides an end-to-end prediction of polarimetric
signatures based upon the governing polarized radiance equation has not been established.
Most studies are primarily limited to visual observations of increased contrast, with some
noting synergism with spectral imaging.

Methods of visualizing polarimetric information are not important for polarimetric algo-
rithms, but are required to present the information to human analysts. These visualization
techniques provide an improved contextual basis for analyzing polarized imagery which may
be useful to guide algorithm development. Finally, the development of polarimetric imaging
systems was briefly discussed to gain an appreciation of the system limitations and their
contribution of a polarimetric error budget.





Chapter 4

Governing Radiometric Equation

Having reviewed electromagnetic theory and the phenomenology of optical scattering from
materials, it is now appropriate to consider the net radiance received at an overhead sensor
aperture. The net radiance equation or “governing” equation was briefly discussed in the
Introduction (1.2), but a thorough investigation is now warranted. As previously stated,
one attempts to derive as accurate an estimate as possible of the reflectance factor, or
specifically the BRDF and more generally the polarimetric BRDF Fr at the particular solar-
ground-sensor geometry in question. All other terms in the governing equation essentially
add uncertainty in the Fr estimate. The better the uncertainties are characterized and
quantified, the better an estimate of the polarized BRDF may be made.

4.1 Governing Radiometric Equations

4.1.1 Governing S0 Equation

The impact BRDF has on the radiance reaching a sensor aperture may be understood if
the radiance contributions are examined in some detail. The total radiance in the visible to
near infrared (VNIR) portion of the spectrum (i.e. that of solar origin) reaching a sensor
aperture (Ls) may be approximated as the sum of three radiance sources:

1. direct solar reflections from the target, Lr

2. upwelled atmosphere radiance resulting from solar scatter along the target-to-sensor
path, Lu

3. target-reflected downwelled radiance from the skydome, Ld

The order of the radiance terms above is that of typically decreasing magnitude, though
the ground or target reflectance and atmospheric conditions greatly influence their relative

73
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values (cf. Fig. 4.12, Tbl. 4.1 of [4]). These radiance terms are functions of the incident and
reflected zenith angles, θi, θr and reflected azimuth angle φ.

An expression for the radiance from the direct solar reflection, Lr, is obtained by first
considering the exoatmospheric solar irradiance, Es, which propagates through the atmo-
sphere along the solar-to-target path having a transmittance of τi. When incident upon a
surface, it is then reflected, and again attenuated by the atmosphere along the ground-to-
sensor atmospheric path by τr. Often the reflectance is considered Lambertian, or isotropic,
such that a reflectance factor is used as an approximation to what is properly the bidi-
rectional reflectance distribution function (BRDF), fr. Assembling these terms, Lr may
therefore be expressed as

Lr = τr(θr) fr(θi, θr, φ) cos θi τi(θi) Es(θi) . (4.1)

Care must be used with the coordinate systems in (4.1). BRDF is defined relative to the
material surface normal, which generally is not coincident with the zenith direction. This
requires conversion of the coordinate systems such that the local surface normal and local
earth system are common. However, for purposes of illustrating the radiative transport, we
only consider zenith facing materials such that (4.1) is adequate.1

In a similar fashion, target-reflected radiance from the sky, Ld may be derived. The
downwelled radiance distributed over the entire sky hemisphere, LΩi

d , is integrated to sum
irradiance contributions onto the target across the sky, which is modified by the cosine of the
incident angle upon the surface normal. As before, each of these irradiance contributions
is then reflected by the surface BRDF, which is then attenuated by the target-to-sensor
atmospheric transmittance as before. Replacing the BRDF by an isotropic reflectance factor
greatly simplifies the expression, as the reflectance factor may be placed outside the integral.
However, the more stringent BRDF must be retained as it is essential to polarimetry. An
appropriate expression for Ld is therefore

Ld = τr(θr)
∫∫
Ωi

fr(θi, θr, φ) cos θi LΩi
d (θi, φ) dΩi , (4.2)

where dΩi = sin θi dθidφ.

A representation for the upwelled atmospheric radiance, Lu will not be attempted, as
it is rather complex and usually approximated by atmospheric scattering codes such as
MODTRAN, as is the downwelled sky radiance component (LΩi

d ) in equation 4.2. The

1Secondary illumination from adjacent surfaces and shadowing are also important, but are considered
secondary effects and not necessary for this discussion.
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upwelled radiance is given simply to show the geometry dependence as

Lu = Lu(θr, φ) . (4.3)

The atmospheric factors impacting these terms will be discussed separately in §4.2.

Note that the BRDF plays a direct role in Lr and Ld. For a completely diffuse or
Lambertian target, the BRDF function in equations 4.1 and 4.2 is not directional and may
be replaced with fr = ρ

π , or that of a Lambertian surface. This approach does not require
knowledge of the illumination-target-sensor geometry for calculating Lr and Ld, other than
the incorporation of the atmospheric attenuation, τ . Therefore the Lambertian assumption
greatly simplifies the equations and is the usual approach taken in radiometric remote
sensing. With this assumption, the Lambertian ρ becomes a reflectance factor which one
attempts to derive from the sensor-reaching radiance. Under the Lambertian assumption,
ρ is easily obtained. Replacement of fr by ρ in the governing equation results in

Ls = Lr + Ld + Lu (4.4)

= τr
ρ

π
cos θi τi Es + τr

ρ

π

∫∫
Ωi

cos θi LΩi
d dΩi + Lu , (4.5)

where it is seen that ρ
π may be pulled out of the Ld integral since it is a constant. The

integrated downwelled radiance may be collectively represented as a diffuse irradiance term
or Ed. With this substitution, (4.4) becomes

Ls = τr
ρ

π
cos θi τiEs + τr

ρ

π
Ed + Lu . (4.6)

From (4.6), ρ is solved for as

ρ =
π (Ls − Lu)

τr(cos θi τi Es + Ed)
. (4.7)

In this manner, retrieval of ρ via (4.7) from remotely sensed data serves as the measured
spectral reflectance factor which may be compared with known “truth” data from material
spectral reflectance libraries.

However, what if the actual BRDF of the material or fr were known—how would that
knowledge be used? Simplification of the equations is complicated by the inclusion of fr in
the Ld integral. However, fr in the Ld integral may be reasonably approximated as ρ

π by
considering the behavior of the Ld contribution. First, the magnitude contributed by Ld

to the total sensor radiance is often low, especially as one moves toward the red to NIR
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spectral region. Second, the downwelled sky radiance often has a semi-uniform radiance
distribution, with the exception of scattered clouds. If the sky radiance distribution were
truly uniform, then fr in the Ld integral could truly be replaced by ρ

π , even if fr were that
of a “mirror” surface due to the BRDF reciprocity relationship, or fr(Θi,Θr) = fr(Θr,Θi).
Given that most materials may be approximated as Lambertian, and that the Ld magnitude
is often relatively low, it is suggested that fr may be reasonably approximated as ρ

π in the
Ld integral.

It now becomes possible to approximate the fr from the Lr sensor contribution as

fr =
Ls − τr

ρ
π Ed − Lu

τr cos θi τi Es
. (4.8)

From (4.8) it is seen that the Ld contribution is subtracted as a constant bias to fr, just as
the upwelled Lu radiance component is.

Further scrutiny of equation 4.8 presents another issue—given an observed pixel radi-
ance, it is not possible to relate the target surface normal coordinate system to the global
system. For land cover classes (i.e., background materials) this is not a significant issue,
since the surface normal of the material often coincides with the global surface normal
(i.e., level terrain). Generally, the specific geographic region being imaged is known, in
which case it is possible to apply digital elevation map (DEM) data to obtain an improved
knowledge of the local surface slopes. However, this consideration is beyond the scope of
this treatment. For target materials, the surface normal orientation ambiguity is a more
significant issue. Key considerations for the treatment are whether the target is imaged at
a sub pixel or resolved resolution.

The objective of quantitative spectral remote sensing may be summarized as the task of
obtaining as accurate an estimate as possible of the spectral BRDF of the individual image
pixel. That is, solving for fr (and hence ρ for the solar-target-sensor geometry) given the
aperture-reaching radiance, Ls. Once this is accomplished, an array of spectral algorithms
may be employed [159] such as matched filters based upon spectral BRDF libraries of
materials. Such algorithms provide autonomous classification of land cover to potentially
include species of vegetation. It has been reported that BRDF has a more important role
in improving spectral classification algorithms than does hyperspectral resolution for some
scenarios [160].

Some qualitative comments on the impact of incorporating BRDF, rather than making
the Lambertian assumption, may be made. One general result may be a reduction in the
target radiance relative to the background radiance. The source of this change results
from many “target” materials being man-made, which typically are more specular than the
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natural, background materials. Of course when the target normal vector lies in the same
plane as the sun-to-target and target-to-sensor vector, the inverse may easily occur if the
target observation angle is near the specular lobe or θr is ∼ θi. From these effects one
should expect decreased target detection algorithm performance as the BRDF difference
between the background and target material increases. If one had truly Lambertian targets
and background materials, no performance degradation is incurred.

4.1.2 Governing Polarized Radiance Equation

Having examined the impact of the scalar or intensity-only BRDF, it is now appropriate to
investigate the more general polarimetric BRDF (pBRDF) and the polarized version of the
terms constituting the governing radiance equation (4.1–4.3).

Transforming (4.1–4.3) into the polarized representation is accomplished using the Mueller-
Stokes formalism commonly used in polarized radiometry. In brief, all radiometric flux
values are replaced by Stokes vectors and “transfer” functions such as atmospheric trans-
mittance and reflectance (BRDF) are replaced by Mueller matrices.

Prior to making these substitutions, some simplifications are appropriate. First, the
exoatmospheric solar irradiance may be considered randomly polarized, so only the scalar
magnitude (or first Stokes component) of the direct solar irradiance need be considered.
Second, the atmospheric transmittance values in (4.1–4.3) all represent forward scattering,
which retains the incident polarization. Therefore, the scalar values for τi and τr may be
used without resorting to a Mueller matrix representation. Equations 4.1–4.3 therefore
become

~Lr = τr(θr) Fr(θi, θr, φ) τi(θi) cos θi Es(θi) (4.9)

~Ld = τr(θr)
∫∫
Ωi

Fr(θi, θr, φ) cos θi
~LΩi

d (θi, φi) dΩi (4.10)

~Lu = ~Lu(θr, φr) (4.11)

where Fr is now the polarimetric BRDF (pBRDF). Some knowledge of the upwelled po-
larized radiance (~Lu) along the target and sensor may be gained from Rayleigh scattering
theory and other sources such as Coulson [161] and Chandrasekhar [162]. However, knowl-
edge of the polarized downwelled radiance, ~LΩi

d is more problematic since this term often
has a high spatial variability, e.g., varying cloud cover.

The total polarized radiance reaching a sensor aperture is then

~Ls = ~Lr + ~Ld + ~Lu . (4.12)
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Atmospheric scattering, generally proportional to λ−4, results in ~Ld and ~Lu having relatively
large magnitudes at shorter wavelengths compared to ~Lr, especially from orbital altitudes.
Atmospheric polarimetric remote sensing uses this phenomena to minimize ground reflected
polarization signatures to better extract atmospheric water vapor and aerosol properties
[50].

Similarly, for polarimetric remote sensing of land features one wants the magnitude of
the direct solar reflected radiance to be large compared to the reflected radiance from the
downwelled sky and upwelled atmospheric scattering, i.e., ~Lr > ~Ld, ~Lu. This provides
optimal conditions for estimating the polarimetric BRDF, Fr. Exploiting polarimetric
signatures in a manner analogous to spectral signatures requires estimating Fr given the
polarized radiance reaching the aperture, ~Ls.

Estimating Fr given the radiance at the sensor aperture proceeds as

~Lr = ~Ls − ~Ld − ~Lu (4.13)

τr Fr τi cos θi Es = ~Ls − τr

∫∫
Ωi

Fr cos θi
~LΩi

d dΩi − ~Lu . (4.14)

Since the exoatmospheric irradiance is randomly polarized, only the first column of the
pBRDF Mueller matrix is of concern in the ~Lr expression. In fact, overhead polarimetric
remote sensing may only retrieve the first column of the polarimetric BRDF matrix. (Solv-
ing for other matrix elements requires illumination by varying polarization states). With
this consideration (4.14) may be expressed as

τr

f00

f10

f20

 τi cos θi Es = ~Ls − τr

∫∫
Ωi

Fr cos θi
~LΩi

d dΩi − ~Lu (4.15)

with the first column of the pBRDF given byf00

f10

f20

 =
~Ls − τr

∫∫
Ωi

Fr cos θi
~LΩi

d dΩ
′
i − ~Lu

τr cos θi τi Es
, (4.16)

which is analogous to (4.8) representing the intensity-only case.

Solving for Fr is complicated by its inclusion in the integral of the ~Ld term, which
also contains the highly spatially variable and generally ill-known downwelled radiance
component, ~LΩi

d . However, under nominal sky conditions, the magnitude of the direct solar
irradiance for λ > 600 nm is five times that of the integrated sky-dome irradiance, increasing
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to 10x for λ > 1000 nm. This makes it reasonable to approximate the polarized radiance
contribution of the downwelled sky radiance as an error term.f00

f10

f20

 =
~Ls − ~Lu

τr τi cos θi Es
−

τr

∫∫
Ωi

Fr cos θi
~LΩi

d dΩi

τr τi cos θi Es
(4.17)

=
~Ls − ~Lu

τr τi cos θi Es
−

ε0

ε1

ε2

 . (4.18)

Therefore, polarimetric remote sensing may recover the first column of polarimetric BRDF
Mueller matrix to within the error resulting from downwelled sky radiance, presented asf00 + ε0

f10 + ε1

f20 + ε2

 =
~Ls − ~Lu

τr τi cos θi Es
. (4.19)

Note that ε0 is always positive, and while termed an “error” may be approximated with some
certainty. For diffuse surfaces the ratio of ε0

f00
is equivalent to the ratio of the downwelled

sky irradiance to the direct solar irradiance. The linear polarization terms ε1 and ε2 may
either be positive or negative and represent the polarization resulting from the downwelled
sky radiance.

4.2 Atmospheric Effects

It is now necessary to further examine the effects of the atmosphere in more detail. Specif-
ically, the downwelled and upwelled radiance components, ~Ld and ~Lu, must be considered.
For intensity-only remote sensing, ~Ld or equivalently L0d

provides additional signal (re-
flectance) from the target. This is particularly true when the Lambertian reflectance ap-
proximation is considered. However, in polarimetric remote sensing, this term is a source of
uncertainty, as the ~Ld polarization is dependent upon the geometric location in the skydome.

Upwelled radiance, ~Lu, or the solar energy which is scattered in the atmosphere in the
direction toward the sensor is an additive term which increases the uncertainty in both
intensity and polarimetric remote sensing. It must be subtracted from the sensor-reaching
radiance when recovering the reflectance factor or the first column of the pBRDF Mueller
matrix (equation 4.19). For intensity-only remote sensing, it serves as a contrast reduction
term. The effects of ~Lu in polarimetric remote sensing are more complex, since the upwelled
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radiance is in general polarized.

4.2.1 Atmospheric Propagation

Conservation of energy is observed with radiance in the atmosphere, as with any other
medium. Atmospheric transmittance along the incident or solar-to-target path, τi and
along the reflected or target-to-sensor path, τr were previously introduced as factors which
attenuate the energy along that path. From the conservation of energy, it is noted that

τ = 1− ρ− α , (4.20)

where ρ is reflectance and α is absorptance. τ may be expressed in terms of the optical
depth, δ as

τ = e−δ = e−(δs+δα) , (4.21)

where δs and δα are the optical depths for the scattered (reflected) and absorbed com-
ponents. Generally α results in photons being lost from thermal energy conversion in
atmospheric constituents. It is the reflectance or scattering which is of most interest here,
as it is these photons which are responsible for the ~Lu and ~Ld components.

Atmospheric scattering is fundamentally governed by the interaction of electromagnetic
energy with molecules and particles. Solutions for the interaction of electromagnetic waves
with these molecules and particles are complex and governed by Maxwell’s equations. It’s
convenient to approximate the scattering effect based upon the size of the scattering center
relative to the wavelength of incident radiation. Rayleigh scatter results from interaction
with molecules or particles which are small in comparison to λ. Mie or aerosol scatter-
ing theory applies to particles whose size is on the same order as that of λ, and finally
nonselective scattering results from particles which are large compared to λ. Using these
three categorizations, δs may be represented as the sum of these individual scattering terms,
which results in atmospheric transmittance expressed as

τ = e−δ = e−(δr+δa+δns+δα) (4.22)

where the δr, δa and δns are the optical depths resulting from the Rayleigh, aerosol and
nonselective scattering, respectively [4, §3.4.2.2]. This expression provides an understanding
of the source of atmospheric losses, but does not provide information on the direction of
scatter—other than out of the propagation direction along which τ is determined.

The direction of the scatter and in particular the polarization of the scatter must be
determined to quantify ~Ld and ~Lu. This information is captured by the phase function of
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the scattering. Each of the three scattering components and their phase functions are now
examined in more detail.

4.2.2 Rayleigh Scatter

Rayleigh scattering applies when the particle size is small relative to the wavelength, or
2πa
λ � 1 where a is the radius of a spherical scatterer [163]. Coulson indicates that a

λ ≤ 0.03
is required to meet the small-particle criterion [5, §4.3.1]. Rayleigh scatter answers why
the sky is blue, since the magnitude of the scattering is proportional to λ−4. (Actually
the “blue” is also a result of the spectral response of the human eye, combined with the
λ-dependent scattering dependency). This also explains the red color associated with a
sunrise and sunset, since the long solar path length through the atmosphere preferentially
scatters the blue out of the propagation path. Rayleigh scatter is independent of particle
size, which significantly simplifies the mathematical description.

First, it is noted the Rayleigh optical depth δr may be expressed in terms of the Rayleigh
scattering coefficient, βr, which is the magnitude of scatter per unit length of propagation,
z.

δr = βr z (4.23)

Without further derivation, βr is shown to be equal to

βr =
32 π3 (n̂(λ)− 1)2

3 λ4 m

[
m−1
]

(4.24)

where n̂(λ) is the complex index of refraction and m is the number density or molecules
per cubic meter. From the scattering coefficient βr, the attenuation along the propagation
direction is therefore determined as a function of the wavelength, refractive index and
density.

The scattering out of the propagation path, βr(θ) may be expressed in terms of the
scattering coefficient and a phase function p(θ) which provides the angular distribution of
the scattering.

βr(θ) =
βr

4π
p(θ) (4.25)

The Rayleigh phase function for randomly oriented particles is [163]

p(θ) =
y + cos2 θ

y + 1/3
(4.26)

with y being a sphericity or molecular anisotropy parameter typically ranging from 1–13,
with y = 1 for spherical scatterers. The Rayleigh scattering function for incident randomly
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Table 4.1: Maximum DOP for the Rayleigh atmosphere [5, Fig. 4.5] and fraction of skylight irradi-
ance [164].

λ (µm) DOPmax dsky

0.3120 0.55 —
0.3715 0.72 0.47
0.4365 0.82 0.38
0.5460 0.91 0.28
0.8090 0.97 0.18

polarized radiance and y = 1 is given by [4, §3.4.2.1]

βr(θ) =
8π2 (n(λ)− 1)2

3λ4 m

[
3
4
(
1 + cos2 θ

)]
(4.27)

Furthermore, the DOP is given by equation 4.28 where it is seen for spherical scatters
(y = 1) that the radiance becomes completely polarized as θ → 90◦ or DOP = 1 for θ = 90◦

[163].

DOP =
1− cos2 θ

y + cos2 θ
(4.28)

The maximum DOP is always at θ = 90◦ and for this reason, the sky has a maximum
DOP in an arc 90◦ from the sun, with the polarization composed of the S-polarization.
The location of maximum polarization is easily verified by viewing the sky ~Ld radiance in
different Θi locations with a linear polarization filter. Of course, the same is true for the
upwelled ~Lu component as will be seen from overhead polarization images (cf. Figure 3.1).
From equation 4.28, it is also seen that DOPmax = y−1.

The polarization of the scattered radiance is understood if the scattering geometry of
dipole radiation is visualized. Incident randomly polarized radiance scattered in the forward
direction continues to be randomly polarized. However, in accordance with equation 4.28
the polarization increases with scattering angle.

Based upon Rayleigh scattering theory, Chandrasekhar derived expressions using a “dis-
crete ordinate method” for the polarized radiance leaving the top and bottom of the atmo-
sphere [162], or ~Lu and ~Ld, respectively. From these expressions, Coulson published tables
of calculated results [161].

Although the magnitude of skylight decreases with increasing λ per the λ−4 scattering
dependency, the DOP actually increases with λ. This is due to multiple scattering which
has the effect of depolarizing shorter wavelengths. The maximum DOP for a nominal
atmosphere as a function of wavelength is given in Table 4.1, which also includes the typical
fraction of the diffuse sky irradiance, dsky, relative to the total.
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While the skylight polarization is predominantly s-polarization, there is a negative po-
larization branch, or p-polarization (polarization direction radially oriented with respect to
the sun) observed near the solar point. Multiple Rayleigh scattering has been shown as a
probable source of the negative polarization branch [5, §4.7], which is similar to the phe-
nomenology responsible for similar observations of particulate surfaces such as the moon
(cf. §3.2.1).

4.2.3 Aerosol and Nonselective Scatter

As the scattering center size increases to the same order as that of the wavelength, Rayleigh
scattering theory breaks down and aerosol scattering theory must be used. Aerosol scatter-
ing is often treated by Mie scattering theory and is predominantly in the forward direction,
which retains the initial radiance polarization. Therefore the magnitude of ~Ld and ~Lu which
results from scattering away from the propagation direction is inherently low. Therefore, the
polarization from aerosol scattering may be treated as a first-order correction to Rayleigh
scattering [5, §4.5.1].

Nonselective scattering may be treated by geometric optics due to the large particle sizes.
The net polarization effects from aerosol and nonselective scatter are low in comparison to
Rayleigh scatter.

4.2.4 Polarized Atmospheric Calibration

Given the polarization of ~Ld and ~Lu, a means of estimating these parameters is needed such
that ~Lr and specifically Fr may be retrieved given ~Ls (equation 4.14).

The magnitude or L0 component of ~Lu is frequently estimated using atmospheric prop-
agation computer codes such as MODTRAN [165, 166]. Recently, polarized versions of
MODTRAN have been developed and may also be used to estimate the polarized atmo-
sphere radiance [3, Ch. 31]. An alternate technique is the use of the “Coulson tables” which
provides estimates of the Rayleigh scattering polarization component [161].

Interestingly, some have proposed using the land-reflected polarization signature (~Lr

and ~Ld) to derive the atmospheric contribution, ~Lu. At an adequate GSD and over uniform
land cover regions, the ~Lr + ~Ld component may be treated as relatively constant or as
“truth” data [103]. The land-reflected radiance components are then derived by applying
polarimetric BRDF land cover models such as that discussed in §2.2.6.2 [167].
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4.3 Spatial Scale

One of the first considerations made in the application of BRDF data to remote sensing is
determining over what spatial extent are the data required? Recall the painted metal plate
and the bidirectional reflectance variance function (BRVF). Can the payload resolve the
individual paint bubbles and flakes? If it can’t, then the integrated BRDF for the painted
metal plate is appropriate. If individual features of the plate may be resolved, then a more
appropriate BRDF should be considered. For remote sensing and imaging in general, the
spatial resolution of the BRDF must be at least as small as the sensor GSD.

In general, the radiance reaching a single detector element will not result from a homo-
geneous material, but rather from a collection of many homogeneous materials with many
different geometric orientations. For example, consider a 10 × 10 m section of a soybean
field. The sensor-reaching radiance from this section will be due to multiple homogeneous
materials such as leaves, dirt and rocks. Of course these “homogeneous” materials really
aren’t—leaves may be decomposed into the vein and flesh areas, dirt into different organic
materials, silicates, etc. This process may be continued ad nauseam.

For many overhead systems, the BRDF of multiple materials are integrated, as the
GSD is on the order of 10s of m or greater. However, higher resolution systems often
have GSDs of the same scale as many natural objects, such as individual trees, shrubs
and leaves. For target detection applications, the reflectance truth data or BRDF data
should be for an appropriate spatial scale which characterizes the key identifying materials
for that target. Additional fidelity may be obtained by also characterizing the background
directional reflectance at the same GSD.

The spatial scaling of BRDF values from individual “fundamental” material measure-
ments and geometries (e.g., a leaf canopy) is challenging and an active area of research [168].
Large area BRDF measurements which integrate multiple materials may be more effective
than attempting to scale single material measurements, whose radiance contributions are
often not linear.

4.4 Synthetic Image Generation

Synthetic image generation (SIG) programs have enabled the theoretical analysis of remote
sensing algorithms and payload performance. This is completed at a minimal cost com-
pared to field campaigns, and has proven beneficial for exercising many parameters which
would not be feasible with experiments. SIG programs, unlike computer graphics programs
and animations, place a premium on maintaining high radiometric accuracy. Essential to
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SIG programs is the inclusion of a radiometrically correct atmosphere, which is often calcu-
lated by well-established atmospheric radiation propagation programs such as MODTRAN.
The Digital Imaging and Remote Sensing Image Generation (DIRSIG) model [169] at the
Rochester Institute of Technology’s Center for Imaging Science is one such example and
renders scenes with a spectral coverage from 0.3 to 14 µm [170, 171].

Incorporating realistic background spatial and spectral signatures (i.e., non-target ma-
terials) into SIG models is challenging. Early efforts resulted in background materials being
unrealistically spectrally pristine, thus artificially enhancing the performance of spectral de-
tection algorithms. An array of “mapping” approaches have been developed which provide
varying levels of realism to individual material facets. These approaches include texture,
mixture and reflectance maps ([172], [173, Ch. 4]).2 These mapping functions are analogous
to including the BRVF which results from the natural variability within a material “class.”

Separate from the material maps, BRDF models may also be implemented for facets
in the synthetic scene. The use of polarimetric BRDF models with the Mueller matrix
formalism enables the analysis and comparison of polarization information content versus
spectral information. DIRSIG was recently upgraded to include a polarimetric BRDF model
based upon a modified Torrance-Sparrow BRDF model [97] which is detailed by Meyers
[99]. Other SIG programs such as IRMA and SPIRITS (Spectral and Inband Radiometric
Imaging of Targets and Scenes) have also incorporated polarimetric signatures.

IRMA calculates the BRDF Mueller matrix based upon the Fresnel reflectance given
the complex index of refraction, and simply adds the diffuse reflectance to the f00 element
(equivalent to adding the scalar BRDF). As an alternative, IRMA allows the manual entry
of Mueller matrix data for ∼10 different scattering angles [94].

The SPIRITS SIG code is owned by the U.S. Government and a polarized version, called
“POLAR”, was produced in 1986. When first developed, POLAR implemented polarized
BRDF based upon the Maxwell-Beard model, distinct from the Sandford-Robertson BRDF
model which is used with the unpolarized, SPIRITS, code [174]. However, the POLAR
BRDF model failed to couple the specular and diffuse BRDF components, and was limited
to dielectric materials. In the late 1990’s, the POLAR code was supplanted by a new version
of SPIRITS which incorporated a polarized Sandford-Robertson BRDF model [78, 94].
However, the polarized version of SPIRITS is difficult to obtain, and it is thought that the
U.S. Government may not hold the data rights to the polarization module [175].

The availability of polarimetric BRDF data continues to be a bottleneck in simulating
polarimetric imaging through SIG. While there is some pBRDF data on homogeneous mate-
rials, appropriate background polarimetric signatures is lacking. The background materials

2http://dirsig.cis.rit.edu/doc/maps.pdf

http://dirsig.cis.rit.edu/doc/maps.pdf
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are typically natural, heterogeneous materials such as vegetation and soils.

4.5 Environmental Impacts to BRDF

Once BRDF data and models are in place for employment in spectral algorithms, the job
is only partially complete. More often than not, the BRDF characterization for a material
does not represent that material in the field. Weathering alters the optical properties via
UV “washing,” oxidation, surface abrasions, etc. Also, the material may be covered by dust,
dirt or other particulates. This effect has also been termed “contamination” of the material.
A cursory examination of these effects have been made by Thomas [176] and Lukesh [177]
where only the scalar BRDF is considered.

In principle, polarimetry has the potential to provide a unique means of modelling degra-
dation of materials in the field. It is hypothesized that a surface covered by contaminants
may be represented using the Mueller matrix formalism. The effect of the contaminants
may be represented as a transmissive Mueller matrix, Tcont, which when coupled with the
pristine surface BRDF could be represented as

~L = TcontFrTcont
~E (4.29)

with the optical path incident on the material first encountering the contaminant, scattered
by the BRDF, then altered by passing again through the contaminant. With a thin and
relatively sparse layer of contamination such as dust, the Tcont matrix may be relatively
constant over a wide range of illumination angles.

4.6 Summary

The governing radiometric equation for polarized radiance reaching a sensor aperture has
been developed (4.9-4.11). The inclusion of BRDF in two terms of the governing equation
resulted in an under-determined equation (4.19). Downwelled and upwelled atmospheric
radiance was shown to be polarized through different scattering mechanisms. Techniques
for predicting these terms include computer models such as MODTRAN and look-up tables
based upon atmospheric turbidity.

Physics-based synthetic imagery has proven valuable in exercising algorithms which
would otherwise be cost-prohibitive using experimental data sets. A robust synthetic image
generation (SIG) program which provides polarimetric signatures for different classes of
materials is lacking. Maturation of a polarimetric SIG tool will enable the parameter space
between spectral and/or polarimetric algorithms to be explored.
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Finally, it is emphasized that passive remote sensing may only recover the first column
of the pBRDF Mueller matrix, to within some residual uncertainty due to the reflected
downwelled and upwelled sky radiance along the target to sensor path. However, prior
to employing governing polarimetric radiance equation 4.19, a means to quantify Fr for
materials is needed—this establishes the focus for the rest of this research.





Chapter 5

Polarimetric BRDF Measurement Approach

With the governing equation for polarimetric remote sensing in hand (equation 4.19), it
becomes possible to devise a measurement technique which quantifies the f00, f10, f20 and
ε0, ε1, ε2 contributions that a remote sensor would measure. The essential component is the
polarimetric BRDF, or the f00, f10, f20 elements of the pBRDF Mueller matrix. Given the
polarimetric BRDF elements, the εx or sky contribution may be determined for varying sky
conditions.

First the experimental technique is reviewed. Next, details of the specific imaging system
used with the technique are discussed. Finally, an analysis of different error contributions
is presented, establishing estimates for the measurement uncertainties.

5.1 Polarimetric BRDF Measurement Technique

Ideally, BRDF measurements are made in a lab environment with an illumination source
subtending a minimal angle relative to the measurement surface and with careful control and
minimization of stray light. However, many materials such as vegetation do not lend them-
selves to easy indoor measurements due to alteration of their natural state or simply from
their physical size (e.g., a tree canopy). Outdoor BRDF measurements of such materials
becomes a necessity, and many approaches have been successfully employed [40, 29, 34, 30].
Wide field of view (FOV) imaging systems, as discussed in §2.2.2.2, may be used which
efficiently enable the simultaneous measurement of multiple scattering angles [45, 26, 25].

This approach uses relatively narrow FOV (≈ 10◦) imaging to make BRDF measure-
ments, as shown previously in Figure 2.7. Each image pixel is approximately at the same
scattering angle as that at the center of the image, such that the average radiance across
the focal plane enables determination of the BRDF. Such an approach limits the scattering
angle resolution to the FOV, but this is not a concern for most natural surfaces which are
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not appreciably specular and hence do not have rapid BRDF changes over the 10◦ FOV of
the system. The impetus for this technique is the ability to quantify the BRDF variability
or BRVF as discussed in §2.2.1.3. Multiple scattering angles are sampled by repositioning
the camera in the hemisphere above the measurement surface.

This technique may be used at any distance from the measurement surface—the only
prerequisite is that the total surface area imaged or ground FOV (GFOV) is large enough
that it adequately integrates the spatial variability or inhomogeneities of the material.
For instance, a GFOV of 1 foot may be adequate for grass, asphalt and aggregate; but
measurements of tree canopies and shrubs would require a larger GFOV. For easy field
use not requiring elevated platforms or other positioning devices, an operating distance of
around six feet is appropriate, providing a GFOV of approximately 1 foot. Details of the
measurement approach follow, which was also published in [178].

5.1.1 BRDF Measurement

A successful technique for outdoor BRDF measurements may be developed by considering
the radiance contributions to a sensor as discussed in §4.1.1. It is first noted that imaging
surfaces at a short range results in negligible atmospheric scattering along the surface-to-
sensor path, such that ~Lu may be approximated as zero. Therefore an outdoor measurement
of a surface is composed of the ~Lr + ~Ld radiance components. This “normal” image will be
referred to as image C (Figure 5.2).

The reflected downwelled sky radiance, ~Ld is a stray light source for the purpose of a
BRDF measurement. However, it may be directly measured and eliminated via an image
subtraction technique. This is possible by imaging the area of interest while occluding
just the sun and having the area shadowed. In this manner a “shadow” image is an ~Ld

measurement. The shadow image is termed image D. In this manner it is seen that the ~Lr

radiance needed to determine the BRDF is given according to

~Lr ∝ C− D = (~Lr + ~Ld)− (~Ld) . (5.1)

Following the development of the governing radiometric equations as presented by equa-
tion (4.19), it is noted that the shadow image is equivalent to ~ε. The error term shown in
(4.19) is therefore eliminated by the “shadow” image. This is significant, as comparison of
the C and C − D data quantifies the change in the Stokes radiance which results from the
downwelled sky.
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5.1.2 Radiance Calibration

The “digital counts” recorded by the imaging system may be normalized into absolute
BRDF values by use of a calibration target having a known reflectance factor. Spectralon
has a highly Lambertian, approximately angular-invariant BRDF of ρ

π , with a randomly
polarized reflectance of ρ ≥ 0.97 across most of the VNIR spectrum [179]. As with the
surface being measured, images of the calibration target are taken both in sun and in
shadow, images A and B, respectively.

When acquiring multiple images over a short time period such that the atmospheric
conditions and solar zenith position (θi) do not change appreciably, the BRDF may be
determined by the ratio of the known calibration target BRDF to that of the unknown
surface or

Lcal
r

Lsur
r

=
ρ
π

fr
−→ fr =

ρ

π

Lsur
r

Lcal
r

. (5.2)

In terms of the digital counts of the pixels in each of the four images, A through D, the
BRDF is

fr =
ρ

π

[
C− D

A− B

]
. (5.3)

When imaging a calibration target such that it occupies the full FOV, this technique also
self-corrects for the so called “lens falloff” irradiance reduction away from the center of the
focal plane.

5.1.3 Polarimetric BRDF

The polarized radiance leaving the surface may be quantified as a Stokes vector using well-
established approaches [55, 180]. In this implementation, images are acquired under four
different linear polarization filter orientations relative to the horizon: 0◦, 45◦, 90◦ and 135◦.
This enables derivation of the Stokes parameters according to S0

S1

S2

 =


I0+I90+I45+I135

2

I0 − I90

I45 − I135

 (5.4)

where Ixx represents an image acquired with the polarization filter set at xx◦. It is noted
that the first Stokes component is derived using an average of both sets of cross-polarized
images.

In terms of the images using the calibration target, it is seen from (5.3) and (5.4) that
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the polarimetric BRDF is therefore f00

f10

f20

 =
ρ

π
[
(A⊥ + A‖)− (B⊥ + B‖)

] ×


1
2 [(C0 − D0) + (C90 − D90) + (C45 − D45) + (C135 − D135)]

(C0 − D0)− (C90 − D90)
(C45 − D45)− (C135 − D135)

 ,

(5.5)

where the ⊥ and ‖ subscripts on the calibration target images indicate two orthogonal po-
larization orientations, normally taken at 0◦ and 90◦. In theory, a single calibration image
could be doubled and equal the calibration target BRDF since the radiance is unpolarized.
However, in practice it is found that the calibration panel does impart some minor polar-
ization, thus requiring the acquisition of two cross-polarized images to properly calibrate
the system. (The calibration panel will be addressed in more detail in §5.3.4.1). The fact
that all images are acquired with the polarization filter in place conveniently eliminates any
polarization filter transmittance dependency from the calculations.

To summarize, for each hemispherical scattering position, a total of 8 images are acquired
of the measurement surface, 4 polarization orientations with 2 illumination conditions (full
sun and shadow). A minimum of 4 calibration target images must be taken, a set of cross-
polarized images in sun and in shadow. Therefore a data set at one scattering position
at a single spectral band is composed of 12 images. The image-wide average pBRDF is
determined according to 5.5 by averaging the digital count values in each image. In this
manner, image-to-image spatial registration is not critical. However, spatial registration
of the images is required to obtain an accurate pixel-wise polarimetric image and to fully
exploit the polarimetric variability or pBRVF behavior.

5.1.4 BRDF Probability Distribution (BRVF) Calculation

Thus far, only the average digital count values over the entire image have been considered
in deriving the BRDF. However, the impetus for this technique is the ability to quantify the
BRDF variability, or BRVF discussed in §2.2.1.3. The variability is obviously a function of
the GSD, as a larger GSD results in greater averaging of texture within a pixel, and hence
decreased pixel-to-pixel variability within a single material class.

The high-resolution images acquired with the BRDF measurement system may be used
to generate the BRVF given the specified GSD of a remote sensing sensor. Generating the
BRVF is accomplished by convolving the image, f [x, y], with a convolution kernel h[x, y]
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Figure 5.1: The RGB BRDF distributions or BRVF for a “grass” measurement. Histograms are
shown for the full image resolution and at an arbitrarily defined “GSD = 1”. The averaging of the
texture as a function of GSD is illustrated at right.

sized to the GSD of interest. The result is a low-pass filtered image, g[x, y] with the spatial
texture representative of the GSD of h[x, y]. This is presented mathematically as

g[x, y] =
1

X2

m−1∑
i=0

n−1∑
j=0

f [x, y] h[x− i, y − j] (5.6)

where X2 is a weighting factor such that the average magnitude of g[x, y] is that of the
original image, f [x, y]. Ideally h[x, y] is the point spread function of the remote sensing
platform in question, but for quick processing a simple function with a unit magnitude and
square spatial extent is used (termed a RECT function by some [181]). Figure 5.1 illustrates
the effect using a simple color (RGB) image of “grass” taken with a commercial digital
camera.

Unlike the image-wide polarimetric BRDF determination, the accuracy of the BRVF
depends upon the degree of the spatial registration of the four sets of polarized C and D

images. When the size of the convolution kernel is commensurate with the spatial regis-
tration accuracy, significant errors result. The same is true of movement of measurement
surfaces while acquiring the four polarization orientations, e.g. grass blowing in the wind.
This requires the C and D image sets to be spatially registered prior to performing BRVF
calculations. The spatial registration technique will be further discussed in §6.1.2 with
spatial registration error analysis provided in §5.3.2.
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Figure 5.2: Measurement and process flow for making polarimetric BRDF and BRVF measurements
with the camera system.

A summary of the general measurement steps for this technique is presented as Figure
5.2, which also provides some of the calibration and processing steps discussed later. De-
pending on the polarimetric imaging system used to make the measurements, this process
should be modified accordingly, such as spectral filter changes, etc.

5.2 Imaging System Description & Characterization

The imaging system consists of a SenSys 1602E camera having a 1536×1024 thermoelectric-
cooled, 12-bit silicon CCD with a response nonlinearity ≤ 0.5% [182]. A filter wheel located
between the lens and the CCD is used to mount 25 mm diameter spectral band-pass filters.
The spectral filter wheel housing accepts a standard F-mount lens, to which a Nikon 50 mm,
f/1.8 lens was used. The resulting FOV is 14.6◦ along the x-axis or horizontal dimension
of the array and 9.7◦ along the y-axis or vertical dimension of the array. The resulting
pixel-level FOV or IFOV is 0.1658 mrad. A linear polarization filter is used external to the
lens, and mounted on an optics post in a precision rotary mount. The camera assembly and
polarization filter mount are affixed to a common optics board, which is then mounted on
a tripod. An overview of the system is shown in Figure 5.3 and a view of the spectral filter
mount is shown in Figure 5.4. Three spectral filters were used with the system: 550 ± 5
nm, 650 ± 5 nm and 750 ± 12.5 nm (Omega Opticalr 550BP10, 650BP10 and 750DF25).
(The 650 nm filter was not used until the end of the research). The transmittance of each
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Figure 5.3: The assembled imaging system mounted on a tripod.

Figure 5.4: Looking down the optical axis with the lens removed showing the 550 nm spectral filter
mounted in the filter wheel.
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Figure 5.5: The transmittance of the spectral filters is shown, as measured by the manufacturer.

of the three filters is shown in Figure 5.5. A spectral band farther into the NIR would
have been preferred, but the polarization filter contrast drops substantially beyond 800 nm.
The polarization filter is an inexpensive optical grade glass filter having a cross-polarized
transmission of 0.15% (Edmund Industrial Opticsr, Stock No. H52-557).

Prior to using the system for pBRDF measurements, it is important to gain confidence
of the system performance in a lab environment. Toward that end, a series of tests were
conducted which characterized i) the focal plane irradiance profile, ii) the noise and re-
peatability of the system and iii) images of known polarization behavior. Each of these is
reviewed. A discussion of the measurement uncertainties is presented in §5.3.

5.2.1 Focal Plane Irradiance Profile

All imaging systems using a planar focal plane (or imaging media such as film) have a natural
taper in the focal plane irradiance away from the center of the array. This is commonly
referred to as “lens falloff” [4, p. 71]. If it were possible to make the A and B images in which
the calibration target completely covered the FOV of the image, then this characterization
is not required as division by these images according to (5.5) would self-correct the falloff
behavior. However, in practice a full FOV image is not practical and spatial imperfections
in the calibration target do not make this a viable approach. It is therefore necessary to
understand and quantify the focal plane irradiance profile for this system.

An integrating sphere was used providing uniform radiance across the FOV of the camera
(Figure 5.6). Images were acquired at varying aperture settings, ranging from f/1.8 to
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Figure 5.6: An integrating sphere was used to characterize the focal plane irradiance across the field
of view of the camera.

f/16.0 in order to understand the lens falloff as a function of aperture setting. The resulting
images were analyzed by considering the irradiance (or digital counts) as a function of
radius from the center of the CCD. The normalized response of the focal plane was then
determined for varied aperture settings as a function of radius from the center of the CCD.
By circumscribing bands of pixels centered about the focal plane, the entire CCD was
characterized by the mean and standard deviation of the response as a function of radius.
Figure 5.7 presents the results for varied aperture settings.

At f/5.6 and slower the response is similar; a drop of approximately 10% is seen at
the corners of the CCD relative to the center. At f/4.0 the reduction at the corners is
approximately 15%, growing to 20% and over 35% at f/2.8 and f/1.8, respectively. It is pre-
sumed that the lens incorporates vignetting in the optical design which reduces aberrations
at higher field angles for faster aperture settings. For the pBRDF measurements, there is
adequate radiance such that the aperture is stopped down to f/11.0, which also provides a
good depth of focus.

5.2.2 Dark Noise Properties

Each image acquired in the measurement has a “dark image” subtracted from it or the
digital counts which result from other than photons interacting with the focal plane. The
consistency of the dark images in part establishes the level of repeatability the system may
achieve. Figure 5.8 illustrates the dark image properties via comparison of two dark images
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Figure 5.7: Focal plane irradiance as a function of f/stop and FOV. Note that each data series has
been offset by 0.1 for greater visibility. The error bars represent one standard deviation.

acquired under the same gain setting and exposure time. The data indicate a very good
dark image repeatability, and as such there is minimal impact to the results. As seen from
Figure 5.8, the maximum variance in the dark image is on the order of 2.5 digital counts,
or a standard deviation of ≈ 1.58. This represents a noise level of 1.58

2048 or less than 0.08%
for a signal at half the camera’s dynamic range.

5.2.3 Test Images

A short experiment acquired a series of “test” images in which the overall polarimetric
behavior is known. The test setup (Figure 5.9) included a Spectralon panel as the back-
ground which presumably has a DOP ≈ 0. A black terry cloth covered box was used as
a stand to place objects. Lighting was ambient room lighting provided by overhead fluo-
rescent lights, with no special consideration other than keeping the illumination conditions
constant between successive images.

The first experiment imaged a linear polarization filter positioned such that the Spec-
tralon was visible through most of the filter. Analysis of the polarization filter imaging
results will prove helpful when the measurement uncertainties are considered in detail. Ob-
viously, one would expect DOP ≈ 1.0 through the filter. The raw images taken at 0◦, 45◦,
90◦ and 135◦ are shown in Figure 5.10. The effects of the linear filter are readily apparent.

Now, the Stokes and resulting DOP images are shown derived from the raw images
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Figure 5.8: Top left : A dark image exemplifies the readout direction of the CCD, as noise signal
is shown to accumulate along the bottom of this image—this image scaled significantly to enable
visualization of the dark noise. Top right : Virtually identical histograms result from two dark
images taken under the same gain setting and exposure time. Bottom left : Similar repeatability is
seen when examining the average and variance of the two images along the y-axis. Bottom right :
The y-axis average and variance of the difference between two dark images taken with identical gain
settings and exposure times.
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Figure 5.9: The setup for acquiring the test images includes a 1 ft × 1 ft Spectralon panel in the
background and a stand covered with black terry cloth.

Figure 5.10: The raw images acquired of the linear polarization filter against a Spectralon panel.
000◦ (top left), 045◦ (top right), 090◦ (bottom left) and 135◦ (bottom right).
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Figure 5.11: The Stokes and DOP images derived from the raw images (Figure 5.10). S0 (top left),
S1 (top right), S2 (bottom left) and DOP (bottom right).

(Figure 5.11). Perhaps the first thing to note is that the DOP for the filter is determined as
∼ 0.9, not ∼ 1.0 as expected. However, it must be remembered that front-surface reflections
off the polarization filter are also in the image. Given the view angle of the camera to the
filter, this front-surface reflectance is highly unpolarized and therefore DOP ≈ 0.9 for the
filter region is acceptable.

Second, it is noted that the Spectralon polarization signature appears negligible when
viewed over the dynamic range of 0.0 ≤ DOP ≤ 1.0 in Figure 5.11. This result is satisfying.
Next, the black terry cloth cover is considered, where an appreciable amount of polarization
is noted (≈ 0.15). This is not surprising given how absorbing or dark the material is (i.e.,
Umov’s effect). Finally, the terry cloth behind the filter is seen to have a DOP ≈ 0.25.
As with the Spectralon seen through the filter, one would expect DOP ≈ 1.0, but now the
relative magnitude of the front surface reflectance is quite appreciable relative to the signal
transmitted through the polarization filter. So this polarization magnitude is reasonable as
well.

The DOP data is further scrutinized by examining the DOP magnitude of the polar-
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Figure 5.12: The DOP image shown in Figure 5.11 for two narrow ranges, 0.85–0.95 (left) and
0.0–0.1 (right).

Figure 5.13: Regions over which the average and standard deviation of the DOP are taken as given
in Table 5.1.

ization filter and Spectralon panel. This is facilitated by narrowing the DOP range to
0.85 ≤ DOP ≤ 0.95 and 0.0 ≤ DOP ≤ 0.1 for the filter and panel, respectively (Figure
5.12). Seen in this manner, the filter is noted to have DOP ≈ 0.90. The DOP variabil-
ity within the filter area may be attributed to filter alignment errors when acquiring the
original images (to be discussed in §5.3.1.2), or to a spatial variation in the front surface
reflectance magnitude previously discussed. Examination of the Spectralon panel signature
is more troubling—it appears that the DOP averages ≈ 0.02; further examination of this
result is warranted and will be addressed in §5.3.4.1. Surface imperfections in the panel are
also highlighted. A statistical analysis of the DOP for various regions is presented in Table
5.1, with the specific regions shown in Figure 5.13.

Finally, the polarization orientation χ is examined. Figure 5.14 presents these results
and also provides a focused range around the filter orientation angle. Examination of the
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Table 5.1: DOP for various regions in the polarization filter image as depicted in Figure 5.13.
Region # pixels DOP
Filter (green) 32,000 0.8987± 0.0120
Black cloth (cyan) 184,000 0.1045± 0.0340
Spectralon (left, red) 165,000 0.0172± 0.0086
Spectralon (middle, yellow) 115,000 0.0136± 0.0071
Spectralon (right, blue) 159,000 0.0187± 0.0088

Figure 5.14: Polarization orientation (χ) images covering the full range of −90 ≤ χ ≤ 90◦ (left) and
a narrow range of −90 ≤ χ ≤ −80◦ (right).

filter region shows χ = −82.229 ± 0.305◦. (No care was taken to position the filter to be
imaged in any particular polarization orientation). This almost insignificant variability may
be attributed to the small FOV change across the area of the filter (≈ 3◦).

One additional data set is presented for a “Magic 8-ball” (Figure 5.15). The ball is
well-suited for an imaging test since it has a highly smooth, specular surface, including
regions of black and white which have very low and very high diffuse (randomly polarized)
scatter. In addition, the curvature of the ball provides multiple specular view angles. The
DOP image provides a pleasing result—reflectance from the Spectralon panel off the edges
of the ball provide a DOP commensurate with that expected from Fresnel reflectance, with
a peak magnitude reached near Brewster’s angle. The abrupt decrease in the DOP going
toward the center of the ball occurs at the transition where the specular reflectance is from
the relatively dark wall, rather than the Spectralon. This results in a larger fraction of the
total radiance coming from other illumination sources, which was a lower DOP .

Perhaps the most interesting result from the “8-ball” image is the polarization orienta-
tion or χ information. As anticipated, the polarization orientation from the dark regions is
parallel or s-polarized relative to the spherical surface (Figure 5.16). However, there is a
reversal of 90◦ over the white region of the 8-ball; with the exception of the white region
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Figure 5.15: The Stokes and DOP images of a “Magic 8-ball”. S0 (top left), S1 (top right), S2

(bottom left) and DOP (bottom right).
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Figure 5.16: The polarization angle information from “8-ball” image. Green corresponds to χ = 0◦

while the red-black transition is the transition point from χ = 90◦ to −90◦.

toward the outer edge of the ball, which has a high specular reflection from the Spectralon
panel. It is hypothesized that this polarization angle reversal is from volumetric scatter
which is p-polarized via Fresnel transmittance back through the surface.

5.3 Measurement Error Analysis

Experimental results only have significance if the uncertainties associated with them are
known. There are several error sources in polarimetric imaging, some of which are unique
to this specific technique. The error sources from using this imaging system configuration
are discussed in this section. The uncertainty may be divided into those which are attributed
to i) polarization filters, ii) spatial registration accuracy, iii) the time difference in acquiring
successive images, iv) the radiance calibration process, v) inherent errors from the imaging
system and finally vi) angular positioning errors.

The distinction between precision and accuracy is important. Precision refers to the
ability of the measurement system to make repeatable measurements, while accuracy refers
to the ability of the system to match known truth values [4, §4.6.2]. A variety of error terms
are defined and quantified, culminating with the propagation of these uncertainties to the
values of interest using the appropriate governing equations in §5.3.7.

5.3.1 Polarization Filter-Related Errors

There are three primary errors introduced from the polarization filters. Two are from the
alignment of the filters, while the last is from the finite filter contrast or extinction ratio.
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The first alignment error is the filter orientation position relative to the local horizon, or
the reference frame for determining the polarization orientation χ. This is referred to as
“reference frame” error since χ and hence the Stokes vectors are defined relative to the
horizon in the scene being imaged. Any filter misalignment about the optical axis relative
to the reference frame introduces error. The second and more critical alignment error is the
accuracy with which the filter positions are set to their prescribed orientations of 0◦, 45◦,
90◦ and 135◦.

5.3.1.1 Reference Frame Error

The reference frame error is systematic and fully correctible via a simple rotation operation.
This error is termed εrot. Reference frame errors do not impact the measured DOP and are
therefore not deemed as critical. The impact of a poor χ determination results in an error
in the relative ratios of the S1 and S2 Stokes components. The Stokes vector determined
from the camera measurements at a θhor orientation relative to the absolute reference frame
may be corrected for the misalignment by application of the Stokes vector rotation matrix
(equation 2.36) by an amount equal to −θhor.

The challenge is determination of θhor for each repositioning of the camera. Alignment
of the camera to the horizon is made by use of a “bubble” level located on the tripod
mount. The accuracy of this alignment is estimated to be within ±5◦ based upon imaging
experiments of a water surface having a known polarization orientation. However, there is
an additional degree of freedom from positioning the polarization filter within the rotation
mount. Alignment of the polarization filter within the mount was performed manually by
visual observations made by rotating the filter while viewing a polarized source—the filter
did not have the polarization direction marked. This manual alignment is estimated to have
only been performed to within ±10◦.

The net result is that the χ orientation may be determined directly from the polarization
phenomenology with a much greater accuracy than is possible from the uncertainties present
in the experimental set-up. This is possible by treating the polarization as that which results
solely from front surface microfacet scatter, which is further discussed in Chapter 8. This
results in a loss of the ability to capture subtle polarization phenomenology from polarized
volumetric scattering contributions. Capturing these subtle effects is estimated to require
an absolute alignment error of less than a few degrees.
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5.3.1.2 Filter Positioning Error

Errors resulting from the relative filter alignment accuracy between the four images is rather
complex. This error is applicable to many polarimetric imaging systems, including those
having multiple, co-aligned cameras, and one would think that a similar uncertainty analysis
would be in the literature. However, no such analysis was found and therefore a detailed
analysis was completed.

First, the linear polarization components of the Mueller matrix for the transmittance
through an ideal linear polarizer positioned at orientation θ is recalled from equation 2.41
as

Tθ =
1
2

 1 cos 2θ sin 2θ

cos 2θ cos2 2θ sin 2θ cos 2θ

sin 2θ sin 2θ cos 2θ sin2 2θ

 . (5.7)

It has also been shown (equation 5.5) that the incident Stokes vector may be measured by
the following combination of images, S0

S1

S2

 =


I0+I90+I45+I135

2

I0 − I90

I45 − I135

 . (5.8)

In explicit terms of the incident Stokes vector, ~Sin, and linear polarization filters, (5.8) may
be expressed as  S0

S1

S2

 =


T0+T90+T45+T135

2
~Sin

(T0 − T90)~Sin

(T45 − T135)~Sin

 . (5.9)

A filter alignment error, ε, having a zero mean and normally distributed will be considered
in conjunction with the combination of images necessary to produce a Stokes vector. It
is necessary to consider four independent alignment errors, one associated with each filter
positioning. The individual error terms will be annotated as εxx where xx◦ is the angle
associated with that particular filter position.

5.3.1.2.1 S1 and S2 components The “action” of the filters in (5.9) upon ~Sin is con-
sidered. The action is simply to provide the right linear combination such that the Stokes
vector component desired to be measured is “brought up to” the S0 component on the
output, in order to be sensed by a detector. For instance, the S1 component in terms of the
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filters in (5.9) (without considering error) is

S1 =
1
2


 1 1 0

1 1 0
0 0 0

−
 1 −1 0
−1 1 0
0 0 0



 S0in

S1in

S2in

 (5.10)

=

 0 1 0
1 0 0
0 0 0


 S0in

S1in

S2in

 =

 S1in

S0in

0

 . (5.11)

Not shown in (5.10) is the fact that the detection process only measures the S0 component
of whatever radiance is incident, which is equivalent to a “detection” Mueller matrix of all
zeros with the exception of the 00 matrix element. Seen in this manner, it is noted that
determination of the ~Sin components only depends upon the first row of the Txx matrices,
or those that are responsible for the magnitude of the resultant S0.

Expressions for the measured S1 and S2 components in (5.9) are now given in terms of
the top row of the appropriate Txx matrix combinations. From (5.7) and (5.9) it may be
shown that

S1 =
1
2
{
S1in [cos(0 + 2ε0)− cos(π + 2ε90)] + S2in [sin(0 + 2ε0)− sin(π + 2ε90)]

}
(5.12)

and

S2 =
1
2

{
S1in

[
cos
(π

2
+ 2ε45

)
− cos

(
3π

2
+ 2ε135

)]}
+

1
2

{
S2in

[
sin
(π

2
+ 2ε45

)
− sin

(
3π

2
+ 2ε135

)]}
(5.13)

where the measured S1 and S2 components are

S1 = S1in + ε1tot (5.14)

S2 = S2in + ε2tot . (5.15)

Equations (5.12–5.13) may be simplified via trig identities by noting that

cos(0 + α)− cos(π + β) = cos(α) + cos(β) (5.16)

sin(0 + α)− sin(π + β) = sin(α) + sin(β) . (5.17)



5.3. Measurement Error Analysis 109

By use of (5.16, 5.17), the measured S1 and S2 values of (5.12, 5.13) are simplified to

S1 = S1in + ε1tot =
1
2

{
S1in [cos(2ε0) + cos(2ε90)] + S2in [sin(2ε0) + sin(2ε90)]

}
(5.18)

S2 = S2in ± ε2tot =
1
2

{
S2in [cos(2ε45) + cos(2ε135)]− S1in [sin(2ε45) + sin(2ε135)]

}
. (5.19)

So qualitatively, inspection of (5.18) and (5.19) show that the error in the measured
Stokes vectors are proportional to the magnitude of that particular Stokes component, which
is reduced by the cosine of the alignment errors in the two filters. The alternate Stokes
component, or that not being measured, is added as an error term, with the magnitude
dependent upon the individual signs of the alignment errors. The sensitivity of the S1 and
S2 errors to the alignment errors is highly linear for small amounts of error. This may be
seen by noting that for small values of ε, sin(ε) ≈ ε and cos(ε) ≈ 1− ε.

This result is intuitively satisfying, but extracting more meaning and understanding
is challenging since the errors are expressed in terms of S1 and S2. For instance, S1in

and S2in are constrained with respect to one another by the fact that the degree of po-
larization (DOP ) is less than or equal to one, or for a normalized Stokes vector, DOP =√

S2
1in

+ S2
2in

≤ 1. An alternate representation of the error may be made in terms of the
degree of polarization (i.e., the S1in and S2in magnitudes) and the polarization orientation,
χ (i.e., the relative magnitudes of the incident Stokes components). Expressions for S1in

and S2in must first be developed as functions of χ and DOP .

The polarization orientation and the degree of polarization are given by

χ =
1
2

tan−1

[
S2

S1

]
DOP =

√
S2

1 + S2
2 , (5.20)

from which S1 and S2 may be expressed in terms of χ and DOP as

S1 =
(

DOP 2

1 + tan2(2χ)

) 1
2

+ if −π
4 ≤ χ ≤ π

4 ,

− if −π
2 ≤ χ < −π

4 or π
4 < χ ≤ π

2

(5.21)

S2 =
(

DOP 2 tan2(2χ)
1 + tan2(2χ)

) 1
2

+ if 0 ≤ χ ≤ π
2 ,

− if −π
2 ≤ χ < 0 .

(5.22)
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Figure 5.17: The absolute (left) and relative (right) or percent error in the S1 (red) and S2 (blue)
Stokes components as a function of χ for εxx = ±0.25◦.

Substituting these Stokes component expressions into (5.18–5.19) results in

S1 =
1
2

{(
DOP 2

1 + tan2(2χ)

) 1
2

[cos(2ε0) + cos(2ε90)]

}
+

1
2

{(
DOP 2 tan2(2χ)
1 + tan2(2χ)

) 1
2

[sin(2ε0) + sin(2ε90)]

}
(5.23)

and

S2 =
1
2

{(
DOP 2 tan2(2χ)
1 + tan2(2χ)

) 1
2

[cos(2ε45) + cos(2ε135)]

}
−

1
2

{(
DOP 2

1 + tan2(2χ)

) 1
2

[sin(2ε45) + sin(2ε135)]

}
. (5.24)

The S1 and S2 errors may now be investigated as functions of DOP and χ. Examination
of (5.23–5.24) reveals that the magnitude of both Stokes component errors increase linearly
with DOP for a given χ. This results in the relative Stokes component error (i.e., percent
error) being constant as a function of DOP . The errors as a function of χ are more
interesting. The absolute and relative errors as a function of χ for DOP = 1 are shown in
Figure 5.17. Having obtained the equations for the S1 and S2 error, it is now necessary to
consider the error in the total radiance or S0 components.
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5.3.1.2.2 S0 component It has been proposed to measure S0 by averaging two orthog-
onal linear polarization states, as seen in (5.9). Recalling that only the top row of the
transmittance matrix (5.7) must be considered, the addition of the two sets of orthogonal
filters results in values for S0 given by

S
(0+90)
0 = S0in +

S1in

2
[cos(0 + 2ε0) + cos(π + 2ε90)]+

S2in

2
[sin(0 + 2ε0) + sin(π + 2ε90)] (5.25)

and

S
(45+135)
0 = S0in +

S1in

2

[
cos
(

3π

2
+ 2ε45

)
+ cos

(π

2
+ 2ε135

)]
+

S2in

2

[
sin
(

3π

2
+ 2ε45

)
+ sin

(π

2
+ 2ε135

)]
(5.26)

where εxx is the zero mean, normally distributed error in the alignment of the filter at xx◦.

Using trigonometric identities as before, (5.25) and (5.26) may be simplified to

S
(0+90)
0 = S0in +

S1in

2
[cos(2ε0)− cos(2ε90)] +

S2in

2
[sin(2ε0)− sin(2ε90)] (5.27)

S
(45+135)
0 = S0in +

S1in

2
[sin(2ε135)− sin(2ε45)] +

S2in

2
[cos(2ε45)− cos(2ε135)] . (5.28)

Inspection of (5.27) and (5.28) demonstrate some anticipated results. When all the error
terms are zero, S0 is determined with zero error. Furthermore, when the same amount of
error is present in a set of measurements, no matter how large, S0 is determined with zero
error (via the even and odd properties of the cosine and sine). This is satisfying since the
same amount of error in each of the two filters still results in orientations orthogonal to one
another. Furthermore, as the magnitude of the linear Stokes components goes to zero, the
error in S0 goes to zero; this relationship is also intuitive since with random polarization,
changing the filter orientation has no effect on the transmitted radiance.

Noting that the final determination of S0 is by averaging (5.27) and (5.28), the resulting
measurement of S0 is

S0 = S0in +
S1in

4

{
[cos(2ε0)− cos(2ε90)] + [sin(2ε135)− sin(2ε45)]

}
+

S2in

4

{
[cos(2ε45)− cos(2ε135)] + [sin(2ε0)− sin(2ε90)]

}
. (5.29)

To better understand the resulting error, numerical simulations of equations 5.18–5.19
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Table 5.2: Errors resulting in the measured Stokes vector, DOP and χ for a filter alignment error
of εxx = 0 ± 0.25◦ for three incident polarization angles: χ = 0, π

8 and π
4 . The data is generated

numerically from 106 simulations. Histograms of the χ = 0 case are shown in Figure 5.18.
χ Quantity Truth Mean ±2σ

S0 1.00000 1.00000 +0.00616, -0.00617
S1 1.00000 0.99996 +0.00004, -0.00012

0 S2 0.00000 0.00001 +0.01236, -0.01235
DOP 1.00000 0.99999 +0.00620, -0.00615
χ 0.00000 0.00014◦ +0.35344◦, -0.35344◦

S0 1.00000 1.00000 +0.00616, -0.00617
S1 0.70711 0.70708 +0.00870, -0.00876

π
8 S2 0.70711 0.70708 +0.00868, -0.00876

DOP 1.00000 0.99998 +0.01068, -0.01065
χ 22.50000◦ 22.49990◦ +0.25030◦, -0.24990◦

S0 1.00000 1.00000 +0.00616, -0.00617
S1 0.00000 -0.00001 +0.01234, -0.01233

π
4 S2 1.00000 0.99996 +0.00004, -0.00613

DOP 1.00000 0.99999 +0.00620, -0.00613
χ 45.00000◦ 45.00026◦ +0.35315◦, -0.35340◦

and 5.29 were implemented to determine the measured Stokes vector given ~Sin and εxx =
0 ± 0.25◦. Since the error is perhaps best understood in terms of χ, three different values
of χ were used: 0, π

8 and π
4 ; DOP = 1.0 was used in all instances (recall the error scales

directly with DOP ). Symmetry of the Stokes components makes the domain of 0 ≤ χ ≤ π
4

adequate. Table 5.2 provides the mean and ±2σ values resulting from the simulation using
106 measurements. Histograms of the data for χ = 0◦ are presented in Figure 5.18. This
filter positioning error will be referred to as the εfil contribution.

5.3.1.3 Finite Filter Contrast Error

All linear polarization filters allow some transmission of the polarization state they are
intended to block. The result is that some of the orthogonal polarization state is added to
the measurement. The derivation of this error begins by again considering the equation for
an ideal linear polarization filter, (5.7).

The result of the cross-polarization transmittance, τ⊗, is to have a Tθ+π
2

contribution
of τ⊗ magnitude to the Tθ measurement. Considering only the first row of the Tθ matrix,
the effective Tθ with cross-polarization leakage (Tτ⊗

θ ) is

Tτ⊗
θ =

1
2

[
1 + τ⊗ cos(2θ) + τ⊗ cos(2[θ + π

2 ]) sin(2θ) + τ⊗ sin(2[θ + π
2 ])

]
(5.30)



5.3. Measurement Error Analysis 113

Figure 5.18: Histograms of the measured Stokes vector (top) and DOP and χ (bottom left and
right) given an incident Stokes vector of [1.0 1.0 0.0] with the estimated filter alignment error of
εxx = 0± 0.25◦. 106 iterations numerically simulated equations 5.18, 5.19 and 5.29.

which is simplified to

Tτ⊗
θ =

1
2

[
1 + τ⊗ (1− τ⊗) cos(2θ) (1− τ⊗) sin(2θ)

]
. (5.31)

The result of (5.31) on the incident Stokes vector, ~Sin is therefore

Tτ⊗
θ

~Sin =
1
2

[
(1 + τ⊗)S0in (1− τ⊗) cos(2θ)S1in (1− τ⊗) sin(2θ)S2in

]
. (5.32)

The effect on the measured Stokes vectors is obtained by considering the right linear com-
bination of Tτ⊗

θ matrices to obtain the Stokes components (i.e., (5.9)).

S1 = (Tτ⊗
0 −Tτ⊗

90 )~Sin

=
1
2

{
0S0in + (1− τ⊗)S1in [cos(0)− cos(180)] + (1− τ⊗)S2in [sin(0)− sin(180)]

}
= (1− τ⊗)S1in

(5.33)
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and similarly for S2

S2 = (Tτ⊗
45 −Tτ⊗

135)~Sin

= (1− τ⊗)S2in .
(5.34)

One could have likely guessed at these results. The magnitude of the measured linear Stokes
components is reduced by the amount of cross-polarization leakage.

Now the effects of cross-polarization leakage on the determination of S0 is assessed. Via
a similar process as that above, the measured S0 component is overestimated by the amount
of τ⊗,

S0 = (1 + τ⊗)S0in . (5.35)

However, when the calibration target is imaged, the same bias is also present. Upon division
of the measurement surface images by the calibration target signature to convert the digital
counts into units of [sr−1], this error self-corrects (see equation 5.5).

Finally, the effects upon χ and DOP are considered. Since the measured S1 and S2

components are reduced by the same amounts, there is no net effect upon the χ determi-
nation. However, the leakage errors in the Stokes components do impact the DOP . This is
seen by

DOP =

√
[(1− τ⊗)S1in]2 + [(1− τ⊗)S2in]2

(1 + τ⊗)S0in

=

√
(1− τ⊗)2(S2

1in + S2
2in)

(1 + τ⊗)S0in

=
(

1− τ⊗
1 + τ⊗

)
DOPin .

(5.36)

So what is the net impact for the measurement system in question? Per the polarization
filter manufacturer τ⊗ at 550 nm is estimated to be 0.015. Reliable data is not available
at 750 nm, where the filter performance starts to degrade. An experiment was therefore
devised which provides an estimate of τ⊗ at 750 nm.

A sauce pan with a dark interior was filled with water and placed in front of a Spectralon
panel. The Spectralon panel was illuminated with a quartz halogen lamp, and the water
surface imaged at an angle such that a high reflectance was obtained from the Spectralon
in the background. With this scenario, all of the radiance from the water surface has its
origin from the randomly polarized reflectance off the Spectralon panel. The only additional
radiance contributions could be from internal reflections off the sauce pan interior. However,



5.3. Measurement Error Analysis 115

Figure 5.19: The DOP measurement of water made at 550 nm (left) and 750 nm (right). The
common region measured between the two images is shown by the red circle.

these are estimated to be minimal, as the surface is black and the intensity of the Spectralon
panel illumination was significant compared to any illumination upon the pan interior.

The refractive index of water is nearly constant between 550 and 750 nm, with the real
part approximately 1.334 at 550 nm and 1.329 at 750 nm [183, p. 33]. This results in the
water surface having a DOP which is identical at 550 and 750 nm. Using this as the truth
data, the DOP at 550 nm is compared to that at 750 nm. From the DOP data, common
regions were selected and analyzed. The measured DOP at 550 nm was 0.760 ± 0.033 and
at 750 nm 0.686± 0.038, as shown in Figure 5.19.

Having the measured water DOP (DOPm), the known τ⊗ at 550 nm and the relationship
on how τ⊗ impacts the true DOP (equation 5.37) enables derivation of τ⊗ at 750 nm. This
is seen by noting that

DOPin =
(

1 + τ⊗(550)
1− τ⊗(550)

)
DOPm(550)

=
(

1 + τ⊗(750)
1− τ⊗(750)

)
DOPm(750) ,

(5.37)

from which it is easily shown that

τ⊗(750) =
x− 1
x + 1

(5.38)

where
x =

(
1 + τ⊗(550)
1− τ⊗(550)

)
DOPm(550)
DOPm(750)

, (5.39)

resulting in τ⊗(750) ≈ 0.067.

Returning to equation 5.37, the net impact on the measured DOP may now be deter-
mined. At 550 nm the measured DOP is only 0.970 that which is actually incident. At 750
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nm, the measured DOP is only 0.874 that of the incident polarization. Since these errors are
systematic, they are compensated for when processing the data. The finite filter contrast
error is termed the ετ error.

5.3.2 Spatial Registration Errors

The measured Stokes vector is dependent upon the linear combination of the four polariza-
tion images acquired at a single scattering orientation. The accuracy of the pixel-level data
is dependent upon the degree to which the eight images of the material surface are spatially
registered. Often the Stokes and DOP imagery derived from multiple-aperture polarimetric
imaging systems appear to highlight the edges in a scene, which is the result of poor spatial
registration. A detailed investigation of these effects would include consideration of the
point spread function (PSF) of the optics and the sampling density of the detectors relative
to this PSF, or the “Q”-value [184]. However, a much simpler approach will be taken in
an effort to quickly bound the magnitude of the spatial registration error. The PSF of
the system will be considered to be a perfect RECT function, or an idealized case such that
projection of the CCD onto the ground is made up of contiguous samples with no overlap.

The rotation of the polarization filter introduces some spatial misregistration among the
sets of four images. The polarization mount has some lateral “play”, resulting in a shift of
the filter normal relative to the optical axis of the system. The net result is a translation
of the images acquired at the different polarization orientations. An algorithm provides a
correction to this mis-registration, which is further discussed in §6.1.2. The registration
algorithm results in images with a maximum residual mis-registration estimated to be ≤ 1
pixel.

The measurement data provides an inherent means to estimate the residual spatial mis-
registration of the images after correction by the spatial registration algorithm. Each set of
the orthogonal polarization images should produce the total radiance when summed. That
is, I00 + I90 = I45 + I135. A metric will be used, termed the “delta energy” or ∆E which
is simply the difference between these two sets of images. The metric is therefore given by

∆E = (I00 + I90)− (I45 + I135) . (5.40)

Ideally ∆E = 0, and any residual value is the result of i) residual spatial mis-registration
of the images, ii) movement between successive images iii) changes in the illumination
conditions between successive images or iv) noise characteristics of the system.

∆E images and statistics are generated and analyzed as a function of the GSD con-
volution size. As GSD increases, ∆E decreases until a lower threshold is reached. This
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Figure 5.20: The ∆E images are shown from one of the topsoil measurements for GSD =
0.068, 0.506, 2.994 in, left to right. The magnitude is fixed at 0.1 (10%) for all images and the
image wide average ∆E is 0.0165, 0.0036 and 0.0032, respectively. (Data set: 550 nm, θi = 23.3◦,
θr = 30◦ and φ = 180◦).

lower threshold provides an estimate of the irradiance change between successive images,
another source of error later discussed. The ∆E data are therefore a critical quality metric
to consider when analyzing the data. An example of ∆E data is shown in Figure 5.20,
which demonstrates the improvement with increasing GSD size.

If there are gross mis-registration errors, then construction of the f00 image from the
eight independent images produces a blurred image in comparison to the individual raw
images. The lowest GSD value for which the variablity data is generated is GSD = 0.5 in,
which for the notional stand-off distance corresponds to ≈ 35 pixels or X = 35. Therefore,
a mis-registration of 1 pixel represents at most an area coverage difference of 1

35 or 2.9%.
The resulting error magnitude from this area coverage difference is a function of the average
relative difference between the pixels which are contained in the base image but not in the
misregistered image, and the converse, or the pixels contained in the misregistered image
but not the base image. A more realistic maximum error is half the area coverage difference,
from which the misregistration error may be approximated as

ε%reg =
0.5
X

, (5.41)

where ε%r is the percentage error for a given pixel between two successive images which have
been convolved with a X ×X pixel-sized convolution kernel.

5.3.3 Sequential Imaging Related Errors

As previously discussed, the imaging system requires twelve images to produce a result for
a single camera orientation. Ideally, these images would be made simultaneously, such that
the illumination conditions are identical. In practice, it usually takes ≈ 2.5 minutes to
acquire the eight measurement surface or C and D images. The calibration panel images are
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often acquired at a time different by several minutes from the surface measurement images.
All this contributes to error when determining the pBRDF per equation 5.5. This error is
collectively referred to as εt after the time difference between the images.

5.3.3.1 Changing Solar Angle, θi

The duration required to make the eight measurement surface images or the C and D images
is first considered. The solar motion during this 2–3 minute time period results in a change
in the incident irradiance on the material surface, according to cos(θi). For example, on
May 20th in Rochester, New York, the solar incident angle at 3:00 PM (standard time) is
θi = 42.7◦ and changes to θi = 43.2◦ by 3:03 PM. This represents a worst-case scenario,
as an attempt was made to make measurements between ±2 hours relative to the “solar”
noon. These incident angles results in the cosine of the incident irradiance being 0.81%
higher at 3:00 PM than that at 3:03 PM as seen by

cos(42.7◦)− cos(43.2◦)
cos(42.7◦)

= 0.00809 .

The resulting error may be understood by analyzing the hypothetical results from imag-
ing a completely depolarizing Lambertian surface. The measurement process was such that
images were acquired in the following order: I00, I135, I90 then I45. Presuming the images
are equally spaced in time, and treating the 0.81% irradiance change as linear, then the
magnitude of the Ixx images normalized to the first image may be given by

I
′
00 = 1.0000 I

′
135 = 0.9973 I

′
90 = 0.9946 I

′
45 = 0.9919 , (5.42)

where the ′ notation is used to indicate the normalized images. The known results of the
images should be a DOP = 0.0 with the resulting normalized Stokes vector measured as 1

0
0

. However, after equation 5.4, the measurement results in

 S0

S1

S2

 =


I
′
0+I

′
90+I

′
45+I

′
135

2

I
′
0 − I

′
90

I
′
45 − I

′
135

 =


1.0000+0.9946+0.9919+0.9973

2

1.0000− 0.9946
0.9919− 0.9973

 (5.43)

=

 1.9919
0.0054
−0.0054

 . (5.44)
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This is normalized to

 1
0.0027
−0.0027

, with a resulting DOP = 0.0038 and polarization angle

of χ = −45◦. Prior to solar noon, this error reverses itself resulting in a negative S1

component and positive S2 component, with χ = −45◦. The net S0 or total intensity error
is 0.4%, or half the irradiance change during the measurement period.

Therefore an estimate of the error from the changing solar position is given as

ε%θi
= 0.27% , (5.45)

where this error is applied to the S1 and S2 Stokes components.

The preceding analysis helps bound the problem, but the resulting error from specular
highlights in the image may be greater. For instance, a blade of grass at the right orientation
may have a significant specular component from the sun, and the percentage variance in
intensity between the images from solar movement would be greater than that from a
Lambertian surface. However, these effects manifest themselves in the ∆E imagery as
discussed in §5.3.2 and may be considered when analyzing the data.

5.3.3.2 Atmospheric Changes

Just as cosine irradiance effects impact the measurements, changing atmospheric conditions
may result in considerable measurement error. The culprit is most often high, thin cirrus
clouds, which during the 2–3 minute measurement period may alter the incident solar
irradiance. On all but the clearest of days this effect can impact the measurements. Often
the change is not visually perceptible, but data analysis can quickly reveal the impact.

Significant irradiance changes are readily apparent in the ∆E imagery. Rather than the
∆E images having high frequency content indicative of spatial mis-registration, a global
irradiance change results in a global residual ∆E magnitude. This magnitude does not
decrease as the convolution kernel size is increased.

An example of this error is shown during a “mulch” measurement. High cirrus clouds
were present, resulting in significant variability in the irradiance during a 2–3 minute mea-
surement window. Although the spatial registration among the eight images is good as
demonstrated by a “sharp” f00 image created from the eight C and D images, the ∆E met-
ric asymptotically decreases to a still very high average value of 0.057 with increasing GSD.
Figure 5.21 illustrates the effect.
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Figure 5.21: Although a high degree of spatial registration was achieved for this “mulch” measure-
ment (left), high cirrus clouds resulted in an irradiance change during the measurement sequence
as shown from the ∆E data at GSD = 0.5 in which has a mean of 0.05752. (Data set: 550 nm,
θr = 30◦ and φ = 40◦).

5.3.4 Radiance Calibration Error

5.3.4.1 Calibration Panel Characterization

Ideally, the calibration panel is completely Lambertian, having a constant BRDF at all
illumination and viewing orientations equal to ρ

π with DOP = 0.0. Pristine Spectralon is
very close to this specification for all but highly grazing illumination and viewing angles
[179]. However, the panel used for these measurements has been reconditioned to remove
surface blemishes via a wet sanding process. It has been reported that such reconditioning of
the surface may introduce some degree of specularity into the panel, resulting in a departure
from an ideal Lambertian surface. The polarization signature noted in Figure 5.12 provides
some evidence of probable specular behavior.

A simple laboratory experiment was constructed to obtain in-plane BRDF estimates of
the calibration panel. These are only estimates, as the illumination source did not provide
uniform irradiance on the sample. The distance of the source to the measured illuminated
region was also relatively small, resulting in varying incident angles across the field of view
of the camera. The configuration was such that the mean illumination angle was θi ≈ 50◦

and measurements were made at θr ≈ −35◦, 0◦ and 41◦, where the negative angle is a
backscattering orientation. The results are shown in Table 5.3 and unfortunately indicate
a significant variance in the BRDF and DOP for these three viewing orientations.

This quick experiment warranted further investigation into the panel’s behavior and
suitability as a calibration standard. This was accomplished by obtaining a second “pristine”
calibration panel, which is believed to have never been resurfaced and has been carefully



5.3. Measurement Error Analysis 121

Table 5.3: The BRDF and DOP measured for θi = 50◦ for three different θr positions. Significant
deviation from Lambertian behavior is noted.

θr S0 ± σ (DC) DOP ± σ
−35◦ 5458± 256 0.019± 0.009
0◦ 5663± 332 0.018± 0.009
41◦ 6759± 329 0.075± 0.021

Table 5.4: Comparison between the pristine Spectralon calibration panel to the field panel. The
total digital counts (DC) and standard deviation, along with the DOP are examined for a “forward”
scattering case where φ = 180◦ and a “side” scattering case where φ = 90◦. In both instances the
data is for 750 nm with θr = 30◦.

Panel DC ± σ DOP
φ = 180◦

Pristine 5629± 47.0 0.0286
Field 5796± 60.8 0.0593
φ = 90◦

Pristine 5484± 51.6 0.0283
Field 5235± 43.3 0.0326

handled. An outdoor experiment with the panels was completed in order to have uniform,
unpolarized, incident irradiance. The panels were placed adjacent to one another and
imaged in a “forward” scattering or φ = 180◦ and a “side” or φ = 90◦ orientation. The
resurfaced Spectralon panel is referred to as the “field” panel.

The results of the experiment at 750 nm are shown in Table 5.4. It is interesting to note
that the relative total intensity or digital counts between the two panels reverses between the
two orientations. The field panel has a higher forward scattering result, which is consistent
with the specular nature previously noted. The pristine panel has a signature which is
more constant with viewing condition, or as one expects, a more Lambertian behavior. It
is further noted that these two orientations were taken only five minutes apart, so cosine
irradiance changes are insignificant compared to the DC magnitude change (cf. §5.3.3.1).

The total intensity and DOP images for the forward scattering orientation are shown
in Figure 5.22. In the DOP image of the field panel, the sanding marks from refinishing
the surface are visible. As noted from Table 5.4, the DOP signature of the pristine panel
is lower in both orientations and does not exhibit pronounced polarization in the forward
scattering orientation. However, even the pristine panel has a much higher than anticipated
DOP .

The results of these measurements necessitated the use of a careful protocol to obtain
accurate absolute radiance levels when using the field panel. The first requirement is that
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Figure 5.22: The total intensity (DC) and DOP images for the “pristine” and “field” calibration
panels. Shown is the forward or φ = 180◦ scattering orientation at 750 nm. In each image, the
pristine panel is on the left, and the field panel on the right.

two orthogonal polarization filter orientations be acquired to determined the total intensity,
since the panel polarization would bias the results obtained with a single filter position.
This is the origin of the two A⊥, A‖ and B⊥, B‖ orthogonal calibration images required in
equation 5.5. The second requirement is for the calibration images to all be made with the
panel in a φ = 90◦ position. In this manner, a consistent signature is achieved.

Finally, the magnitude of ρ to use in equation 5.5 is estimated. This is approached
by considering the DC of the pristine panel from both orientations, which is an average
of DC = 5556.5. This magnitude is considered to be the Lambertian signature from the
pristine panel, which has ρDHR ≈ 0.985 [179]. Having established this correlation between
the pristine panel DC and ρ, the effective ρ for the field panel is determined by the ratio
of the field panel digital counts in the φ = 90◦ orientation compared to the average of the
pristine panel, which is known to have ρ ≈ 0.985. The field panel ρ is therefore estimated
as ρ = 5235

5556.5 0.985 ≈ 0.93. Therefore a ρ = 0.93 is used in equation 5.5 when processing
the data.

5.3.4.2 Calibration Panel Measurement Time Difference

Since the calibration panel must be imaged at a φ = 90◦ orientation to achieve a con-
sistent radiance magnitude, the camera must be repositioned between the calibration and
surface measurement. This repositioning of course takes time, and as previously seen solar
movement during this time impacts the measurement accuracy.

In practice, it was found that it was best to provide a time correction to the calibration
images. In fact, for stable atmospheric conditions, a calibration image was found to not
be required for each measurement orientation. The correction to the digital counts of
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the calibration panel (DC) is made by a ratio of the cosines of the incident angle when
the calibration panel was imaged (θical

) relative to the incident angle of when the surface
is imaged (θisur). This results in the digital counts which is used for the total radiance
calibration, DCcal, given by

DCcal =
cos(θisur)
cos(θical

)
DC . (5.46)

So when a surface measurement uses a calibration made at a time when the sun is higher
(θi lower), the DCcal is decreased by the appropriate amount, with the converse being true.
In this manner, calibration images were used which were taken at a time up to 30 minutes
different than that of the measurement surface images.

5.3.4.3 Calibration Panel Measurement Variability

An additional error source not yet discussed is that of the calibration panel positioning; that
is, how close to zenith is the normal of the calibration panel? Deviations away from the
zenith angle toward the sun result in a higher radiance level, as deviation away from the sun
results in a lower radiance level. Placement of the calibration panel on the ground was not
accompanied by a panel orientation measurements (e.g., use of a level), and it is estimated
that the surface normal deviation from the zenith angle was < ±10◦. The radiance error
resulting from this angle error is a function of θi. In a scenario where θi = 35◦ and the panel
alignment is off the zenith 10◦ toward the sun, the resulting radiance error is approximately
10%.

Examination of the calibration panel measurement data perhaps provides the best in-
sight into estimating the overall radiance calibration error. A series of panel measurements
is examined, and the data normalized to an equivalent θi = 0◦ digital count (DC) by di-
viding by cos(θi) at the time of the measurement. The cosine-normalized data should be in
good agreement, with the exception of the additional atmospheric path-length and hence
increased τi attenuation. Table 5.5 presents one set of data, where it is seen that the stan-
dard deviation of the cosine-normalized data is approximately ±5% that of the mean. It is
also noted from the data that there is an overall decrease in the cosine-normalized DC with
increasing θi, implying increased τi attenuation. The data are also plotted as a function of
θi in Figure 5.23. From these data, it is estimated that the overall radiance calibration
error is on the order of ± 5%. There may be additional systematic error resulting from the
ρ = 0.93 estimate made due to the non-Lambertian behavior of the panel. However, this
systematic error is not as offensive as it does not impact the measurement of the anisotropic
BRDF “shape”.

The net radiance calibration error εcal may therefore be given as the sum of an indepen-
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Table 5.5: The raw and cosine-corrected calibration panel measurements. These data are from a
May 5, 2005, data collection.

θi [◦] DC normalized DC
28.4 6022.6 6846.6
31.1 5840.2 6820.5
33.3 5296.6 6337.2
35.4 5208.9 6390.3
39.0 4754.3 6117.6
43.9 4623.6 6416.7
46.4 4220.9 6120.6

Mean ±σ 6435.6 ±297.1

Figure 5.23: The raw and cosine-normalized digital counts of the calibration panel.
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dent error of approximately 5% to which an error bias of approximately 2% may be added
from the effective reflectance estimate of 0.93 from the panel.

5.3.5 Inherent Imaging System Errors

All systems are subject to “photon” noise, or the noise due to the Poisson-distributed
arrival of photons [185]. This noise is proportional to the square root of the total number
of photons received. A quick estimate of the photon noise is made by considering the full
well capacity of a photosite in the SenSys camera CCD, along with the quantum efficiency.
At a gain setting of “2”, the manufacturer reports a full well electron capacity of 89,000.
The quantum efficiency is approximately 0.5 at 550 and 750 nm, and around 0.6 at 650 nm.
For the purposes of this calculation, a quantum efficiency of 0.5 will be considered for all
three bands.

Given the 12-bit dynamic range, there are ≈ 21.73 electrons per digital count value, or
≈ 43.5 photons per digital count given the quantum efficiency of 0.5. The photon noise as
a percentage of the total number of photons is therefore

ε%p =
√

43.5 DC

43.5 DC
= (43.5 DC)−

1
2 , (5.47)

with the absolute uncertainty in terms of DC (εp) given by

εp = ε%p DC . (5.48)

When DC = 1, the photon noise is 15.2%. At 10% of the dynamic range, or DC = 400,
the noise is around 0.8%. Once half the dynamic range is reached or DC = 2000, the photon
noise diminishes to 0.34%.

The inherent detector noise is very low, and given by the manufacturer as 20 electrons
out of the full well of 89,000, or approximately one digital count for the 12-bit camera.
This is in good agreement with the dark image characterization previously shown where the
repeatability was within ±2 digital counts.

Collectively, the photon and dark noise are referred to as the inherent noise, or εinh. In
absolute error terms, εinh may be shown to be

εinh =

(
22 +

[
DC√

43.5 DC

]2
) 1

2

[DC] , (5.49)

when the photon and dark noise are considered independent.
It is furthermore noted that the DC magnitude of the shadow images (B and D images)
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Figure 5.24: The inherent detector noise as a function of the digital count value of the “sun” or C
image. The absolute DC error is shown left, while the relative or percentage error is shown right.
The sun images (red data) have a higher absolute error, but lower relative error compared to the
shadow or D images (blue).

are typically 1
8 that of the sun images (A and C images), due to the same exposure length

being used to acquire both sets of images, and the relative magnitude of the downwelled sky
irradiance compared to the direct solar irradiance. This simplification enables expression
of the shadow image inherent errors, εinh(shadow), in terms of the total illumination image
DC values, given by

εinh(D) =

4 +

 DC
8√

43.5 DC
8

2
1
2

[DC] . (5.50)

The relative or percentage error is determined by division of (5.49) or (5.50) by the DC
magnitude. The inherent percentage error of the sun and shadow images as a function of
the sun image DC magnitude is shown in Figure 5.24. Typically the mean exposure level
for the sun image is such that DC > 2000, resulting in a sun image inherent error of < 0.2%
and a shadow image inherent error of < 1.0%.

Finally, all imaging systems have some level of polarization sensitivity. A thorough
characterization of a system would result in a spectrally-dependent transmission Mueller
matrix for each photosite in the array. This is difficult to accomplish and certainly not
feasible for this instrument. The fact that many have successfully implemented polarimet-
ric imaging using a standard camera and optics attests to the fact that the polarization
bias in these systems is not too substantial. Limiting the FOV helps avoid high incident
angles, which result in the differential transmittance of incident polarized radiance. The
polarization sensitivity of a very similar lens was characterized in [186, §2.6].
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5.3.6 Angular Position Errors

The final error considered is that of the geometry of the measurements, that is the incident
solar angle θi and scattering angles θr and φ. The reported incident solar angles are highly
accurate and are taken directly from standard tables providing the solar position as a
function of time, latitude and longitude. They are given in the measurement data at a
resolution of 0.1◦.

Indoor tests with the tripod and mount were completed which resulted in standard
settings for configuring the camera in reflection angle orientations of θr = 0, 30, or 45◦.
These preset configurations maintained the same distance from the camera to the center of
optical axis on the measurement surface. The estimated accuracy of θr is approximately
σ = ±5◦.

Finally, the azimuth angle was measured with the help of a hula hoop and a plumb line.
The hoop was marked in even increments of 45◦. The hoop is placed around the surface
being measured, and is large enough to stay out of the FOV during measurements. First,
the hoop is rotated such that marks on the hoop opposite one another (180◦ away) are lined
up toward the camera aperture. With the camera pointing at the center of the measurement
area, a plumb line was used. The shadow of the plumb line string was made to bisect the
center of the hoop. In this manner, the point at which the shadow crosses the hoop can be
noted relative to the angular markings on the hoop, which are aligned toward the camera.
The accuracy of this technique is estimated to be σ = ±10◦.

Impacting all these uncertainties is the orientation of the measurement surface. Care was
taken to make measurements of non-sloping surfaces. It is also reminded that the system
FOV results in a changing θr and φ for every pixel in the image. With a 15◦ horizontal
FOV, φ increases by 7.5◦ at the left edge of a frame with a corresponding decrease at the
right edge. Similarly, with a vertical FOV of 10◦, θr at the top of the image is increased by
5◦ with a corresponding decrease at the bottom of the frame.

5.3.7 Error Propagation

The errors are now propagated, following the equations necessary to derive the net uncer-
tainty values of interest. The principal equation under consideration is (5.5); however, it is
not readily apparent how the error terms developed in the previous sections apply. First,
the total error in the f00, f10 and f20 pBRDF components is determined. These errors may
be quantified in terms of the raw digital count (DC) values measured by the focal plane.

Based upon the pBRDF component errors, uncertainties in values derived from them
such as DOP and χ may be quantified. The conversion from DC to absolute BRDF levels
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invokes an additional uncertainty which must be considered, namely the radiance calibration
error discussed in §5.3.4. This only impacts the magnitude scale, and has no effect on the
DOP and χ determination, as these quantities result from the ratio of DC magnitudes.

5.3.7.1 pBRDF Component Errors

In order to determine the uncertainty in the f00, f10 and f20 pBRDF components, it is first
necessary to consider the governing equation of measured quantities from which they are de-
rived. The pBRDF components result from the difference between the “sun” and “shadow”
images, images C and D, respectively (cf. equation 5.5). In terms of digital count values,
without considering the radiance calibration, the fxx BRDF components from equation 5.5
are given by f00

f10

f20

 =


1
2 [(C0 − D0) + (C90 − D90) + (C45 − D45) + (C135 − D135)]

(C0 − D0)− (C90 − D90)
(C45 − D45)− (C135 − D135)

 , (5.51)

which for the purposes of the error analysis is rearranged as f00

f10

f20

 =


1
2 [(C0 + C90 + C45 + C135)− (D0 + D90 + D45 + D135)]

(C0 − C90)− (D0 − D90)
(C45 − C135)− (D45 − D135)

 . (5.52)

Basic rules of error propagation are observed for proper treatment of the uncertainties.
Unless otherwise noted, the individual error sources previously discussed are considered
independent. Given this, the uncertainty from a sum or a difference is propagated by
the addition of the absolute error amount (i.e., DC units) in quadrature. Similarly, the
uncertainty associated with the product of terms is propagated by summing their relative
or percent errors in quadrature [187, §3.3]. This technique is used to derive the net fxx

errors.

Determination of the resulting f00, f10 and f20 errors proceeds by first quantifying the
errors present in the individual Cxx and Dxx images used to form the pBRDF quantities per
equation 5.52. The errors under consideration are the inherent image errors (εinh, §5.3.5),
the spatial registration error (ε%reg, §5.3.2) and the sequential imaging error due to changes
in θi (ε%θi

, §5.3.3).

An assumption is made regarding the average DC magnitude of the C and D images. The
exposure of the imaging system was set such that on average, the C images have a mean
DC value of approximately 2000, or about half the dynamic range of the system. The same
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exposure setting was used for the corresponding shadow images (D images) which usually
resulted in a DC magnitude of 1

8 that of the C images, or approximately DC = 250 (this
ratio is related to the magnitude of the downwelled sky radiance relative to the direct solar
irradiance).

Inherent error With these ground rules in place, the inherent C image error is shown from
(5.50) to be

εinh(C) =

(
22 +

[
2000√

43.5 2000

]2
) 1

2

≈ 3.28 [DC] ,

(5.53)

which is a percentage error of 3.28
2000 or 0.164%. Similarly, the inherent shadow image D is

shown to have an error of

εinh(D) =

(
22 +

[
250√

43.5 250

]2
) 1

2

≈ 2.52 [DC] .

(5.54)

which is a percentage error of 2.52
250 or 1.01% and as expected is substantially higher than

the C image error, as earlier depicted in Figure 5.24.

The total inherent error for the f00 component results from the summation of the in-
herent errors from four C images as well as that from four D images (c.f. §5.3.5). The total
f00 inherent error is therefore

εinh(f00) =
√

4 · 3.282 + 4 · 2.522

= 8.27 [DC] .
(5.55)

Similarly, the inherent error for the f10 and f20 components result from the summation of
the inherent errors from two C images and two D images, giving

εinh(f10) = εinh(f20) =
√

2 · 3.282 + 2 · 2.522

= 5.85 [DC] .
(5.56)

Note that relative magnitude of f00 compared to f10 and f20 is usually such that the
percentage error in the f00 is lower in spite of a higher DC error magnitude.
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Spatial registration error Next, the spatial registration errors from §5.3.2 are considered.
For the f00 component, there are three registration error possibilities among the four C

images, and similarly three among the four D images. The error between the C and D images
is considered negligible, as no “touch” adjustments were made between these images. The
registration error expressed in equation 5.41 is a relative or percentage error term, which is
converted to the absolute error by multiplication with DC. The resulting registration error
for the f00 component is thus

εreg(f00) =

√
3 ·
[
0.5
X

·DC(C)
]2

+ 3 ·
[
0.5
X

·DC(D)
]2

=

√
3 ·
[
0.5
X

· 2000
]2

+ 3 ·
[
0.5
X

· 250
]2

≈ 1746
X

[DC] .

(5.57)

The registration error for the f10 and f20 elements is only among a single set of C and D

images or

εreg(f10) = εreg(f20) =

√[
0.5
X

·DC(C)
]2

+
[
0.5
X

·DC(D)
]2

=

√[
0.5
X

· 2000
]2

+
[
0.5
X

· 250
]2

≈ 1008
X

[DC] .

(5.58)

At GSD = 0.5 in, or the lowest processed, the resulting error is approximately 50 DC,
considering X = 35 pixels. For a mean value of 2000 for the C images and 250 for the D

images, the resulting f00 magnitude is 3500 DC. This results in an error of 50
3500 or 1.43%.

Sequential imaging error Finally, the sequential imaging error from §5.3.3 is considered.
It is assumed that post-processing and the ∆E data highlights errors resulting from unac-
ceptable atmospheric changes. Therefore, the concern is limited to the changing θi incidence
angle error. This error could be treated as a systematic error based upon the time of the day
of the acquisition, but for simplicity is included as an error term applied to all conditions.
Recall that the f10 and f20 error magnitude is εθi

(f10) = 0.27% and the f00 error magnitude
is εθi

(f00) = 0.4%. This error is the net result of the C or “sun” image combinations, as
the shadow or D images obviously do not include direct solar illumination. Presuming an
average C magnitude of DC = 2000, the resulting error in terms of DC is εθi

(f10) ≈ 5.4 DC
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and εθi
(f00) ≈ 8.0 DC.

pBRDF component error summary The error terms necessary to derive the f00, f10 and
f20 uncertainties are now summarized. Relevant error sources include the relative polar-
ization filter error εfil, as well as the inherent, spatial registration and sequential imaging
error sources recently discussed. In terms of DC values, the f00 error is considered to be
εfil(f00) = 3500 · 0.3% ≈ 10.5 DC and the f10 (and equivalently f20) error is considered as
εfil(f10) = 1750 · 0.43% ≈ 7.5 DC (cf. 1-σ values from Table 5.2 for χ = π

8 ).

Considering these four error sources, the f00 total error is

ε(f00) =
√

εinh(f00)2 + εreg(f00)2 + εθi
(f00)2 + εfil(f00)2

=

√
8.272 +

(
1746
X

)2

+ 8.02 + 10.52 ,

(5.59)

with the f10/f20 error

ε(f10) = ε(f20) =
√

εinh(f10)2 + εreg(f10)2 + εθi
(f10)2 + εfil(f10)

=

√
5.852 +

(
1008
X

)2

+ 5.42 + 7.52 .

(5.60)

It is readily apparent that the spatial registration accuracy is the driver. Considering
the normal resolution of 70 pixels/in, equations (5.59) and (5.60) may be stated explicitly
in terms of GSD (in units of inches) as

ε(f00) =

√
8.272 +

(
24.9
GSD

)2

+ 8.02 + 10.52 [DC]

ε(f10) = ε(f20) =

√
5.852 +

(
14.4
GSD

)2

+ 5.42 + 7.52 [DC] .

(5.61)

The digital count error as a function of GSD is shown in Figure 5.25, where the rapid error
decrease with increasing GSD is apparent.

5.3.7.2 DOP Error

Having quantified the individual f00, f10 and f20 errors, it is now possible to propagate these
uncertainties to the DOP and χ calculations. Recall that DOP from the measurements is
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Figure 5.25: The digital count (DC) error of f00 (solid, red) and f10 and f20 (dashed, blue) pBRDF
components as a function of GSD in inches.

given from the pBRDF component elements as

DOP =

√
f2
10 + f2

20

f00
, (5.62)

while χ is determined by

χ =
1
2

tan−1

[
f20

f10

]
. (5.63)

The net error of a dependent variable (such as DOP or χ) given a governing equation
may be determined by the quadrature summation of the partial derivative of dependent
variable with respect to the independent variable(s) multiplied by the error of the inde-
pendent variable [4, eq. 4.71]. Mathematically, for DOP the net error (εDOP ) is expressed
as

εDOP =

[(
δDOP

δf00
εf00

)2

+
(

δDOP

δf10
εf10

)2

+
(

δDOP

δf20
εf20

)2
]1

2

, (5.64)

which may be shown to equal

εDOP =

(−√f2
10 + f2

20

f2
00

εf00

)2

+

(
f10

f00

√
f2
10 + f2

20

εf10

)2

+

(
f20

f00

√
f2
10 + f2

20

εf20

)2


1
2

.

(5.65)

One could erroneously be led to the conclusion that for DOP = 0, which requires
f10 = f20 = 0.0, that the total error is zero when directly applying (5.65). However,
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Figure 5.26: Estimates of the DOP measurement error for four scenarios are given as a function of
GSD. The four scenarios shown are: high signal, DOP = 0.0 (red); high signal, DOP = 0.5 (blue);
low signal, DOP = 0.0 (green) and low signal, DOP = 0.5 (magenta).

the limiting behavior as f10 and f20 → 0 is not for εDOP → 0. Four different cases will be
analyzed: i) high signal with zero DOP , ii) high signal with high DOP , iii) low signal with
zero DOP and iv) low signal with high DOP . The high signal case considers a “normal”
camera setting, where the average f00 DC magnitude is 3500 counts. The low signal case is
for an f00 DC magnitude of 1000. Finally, “high” DOP is DOP = 0.5. The results of these
four cases, as a function of GSD, are shown in Figure 5.26.

Some of the values from Figure 5.26 for GSD = 0.5 in are now considered. For the high
signal, DOP = 0.0 case, the resulting error is εDOP = 0.0088. This value is consistent with
the observational results of the measurements—that is, rarely is a consistent DOP less than
0.01 obtained for an image. At the 1-σ level, the DOP “floor” is around 0.009. For the
high signal, DOP = 0.5 case, the resulting error is εDOP = 0.0115, or a percentage error of
only 2.3%. The errors increase appreciably with a lower signal. With an f00 DC magnitude
of only 1000 (which corresponds to a raw image DC of 500, or only 1

8 the dynamic range
of the camera), εDOP for the DOP = 0.0 case increases to εDOP = 0.031, establishing a
relatively high DOP “floor”. For the low signal, DOP = 0.5 case, εDOP = 0.04 or a relative
error of 8%.

It is reminded that the DOP errors portrayed in Figure 5.26 and discussed here are
not all inclusive. In particular, the estimate for the finite polarization filter contrast (cf.
§5.3.1.3) has an additional uncertainty which manifests itself as a consistent DOP bias.
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Figure 5.27: Estimates of the χ measurement error in degrees as a function of GSD. χ error estimates
are given for DOP = 0.5 (red) and DOP = 0.1 (blue).

5.3.7.3 χ Error

Following the same development path as that taken for the DOP error, the polarization
angle error εχ equation is given by

εχ =

[(
δχ

δf10
εf10

)2

+
(

δχ

δf20
εf20

)2
]1

2

, (5.66)

which is equal to

εχ =


 −f20

2f2
10

(
1 + f2

20

f2
10

)εf10

2

+

 1

2f10

(
1 + f2

20

f2
10

)εf20

2
1
2

. (5.67)

As with the DOP error, the polarization angle error εχ is examined as a function of
GSD. It is insightful to relate the χ error to the measured DOP . However, εχ is not a
function of f00, but only depends on the magnitudes of the f10 and f20 components. The
notional scenario is considered where the f00 DC magnitude is 3500, and εχ analyzed for
cases where DOP = 0.5 and DOP = 0.1. For both cases, the f10 and f20 magnitudes are
evenly distributed (which is equivalent to a mean χ = 22.5◦), with the magnitudes adjusted
to give the correct DOP magnitude. For the DOP = 0.5 case, the magnitudes are 1237 DC

and for the DOP = 0.1 case the magnitudes are 247 DC. The results are shown in Figure
5.27.
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As with the DOP error analysis, these results do not include all sources of χ error.
Most significantly, the large bias resulting from the poorly defined reference frame of the
camera is not included. Therefore, the results in Figure 5.27 provide a good estimate of χ

precision, but not the accuracy.

5.3.7.4 Radiance Calibration Error

Finally the radiance calibration of the data is addressed. As seen from equation 5.5, the
additional variables having uncertainties are the A and B calibration panel images and the
estimated Lambertian reflectance factor, ρ. The same inherent image errors are present in
the A and B images, although at reduced levels. This is attributed to a typical exposure
setting which results in an average image DC magnitude which is 1.5 times that of the
average target material magnitude. Furthermore, there are no spatial registration issues
to contend with, as an average of a central grouping of pixels is used to derive the DC
calibration value.

The net result is that most of the calibration uncertainty is due to the approximation
of the ρ quantity as discussed in §5.3.4. Another contending factor is the positioning of
the panel surface normal relative to the zenith position. The final estimate of the radiance
calibration precision is on the order of 5%, with an accuracy or bias estimate on the order of
2% as given in §5.3.4.3. The radiance calibration accuracy is supported in part by favorable
comparison of the pBRDF measurement-derived reflectance factor estimate to that of field
spectrometer measurements, to be presented in Chapter 7 in §7.4.

5.3.7.5 Error Summary

A number of assumptions and approximations have been made toward producing an esti-
mate of the system uncertainty. Uncertainties in polarimetric imaging are complex, and a
function of the spatial frequency content of the scene in question. A more thorough uncer-
tainty analysis may be obtained by numerical simulation of all error components, similar to
that completed with the filter alignment error in §5.3.1.2. Although the derivation of the net
system error involved many approximations, the results are corroborated by experimental
observations from the system.

5.4 Summary

The experimental technique to quantify the pBRDF of background materials, to include
their variability as a function of GSD has been presented. A shadow subtraction technique
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enables elimination of the downwelled sky radiance, enabling quantification of the first
column of pBRDF Mueller matrix. The imaging system used for the measurements has
been characterized and the lens falloff and dark noise properties quantified. Test images
with the system demonstrate anticipated results, which builds confidence in the system
performance. A variety of uncertainties have been discussed and quantified.



Chapter 6

Measurement Results

Having obtained raw data from the measurement technique described in Chapter 5, it is
necessary to process the data to provide meaningful results. The processing algorithms may
be divided into two steps. A “pre-processing” step provides spatial registration of the raw
images and radiometric corrections, such as for the lens-falloff. This data is then used by
the polarimetric BRDF algorithm which provides final results by implementing equation
5.5. Finally, the measurement results for three materials are presented: topsoil, lawn grass
and asphalt.

6.1 Raw Data Pre-Processing

A set of calculations are only required once with the raw data, and are collectively termed
“pre-processing” steps. The pre-processing performs two primary functions: i) determining
the correct digital count (DC) value to equate to the known ρ

π BRDF for absolute radiance
calibration and ii) spatial registration, lens falloff and dark noise correction of the A, B, C
and D image sets (Figure 5.2). An overview of the pre-processing steps are shown in Figure
6.1, which is a good reference for the following discussion.

6.1.1 Radiance Calibration

The radiance calibration is performed with the two sets of orthogonally polarized A and B

images. This digital count determination is made independent of the other calculations, and
the results written out to an ASCII text file. It is completed without any spatial registration
being performed. The only preliminary processing to the A and B images are dark image
subtraction and lens falloff correction.

The mean value is determined for the A (sun + sky), B (sky or shadow image) and A−B

137
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Figure 6.1: The preprocessing algorithms are only performed once per data set, per spectral band.
The two major components are the radiance calibration and spatial registration.



6.1. Raw Data Pre-Processing 139

(sun-only or BRDF) images. To arrive at a single DC value, the average of only 100 pixels
is used—those comprising the central 10× 10 area. A check is made to ensure that a pixel-
to-pixel variability threshold is not exceeded. This provides a means to detect debris which
may blow onto the panel (or in one case an ant which crawled onto the panel). The output
of the routine provides the DC values for the three illumination conditions of interest: full
sun and sky illumination, sky-only illumination and sun-only illumination. Also computed
is the fraction of the total radiance which is attributed to the sky, or the Ld component of
Ls. The difference between the cross-polarized images is also reported. The output of one
such calibration is shown below, where the first line contains meta data.

Data Set Information Data/20050520_Soil/ Calibrate/ cal4(30,270) 750 11.0 0010

Average Digital Count (Sun + Sky, Shadow, Sun)

4683.4268 554.1308 4129.2964

Sky Radiance Fraction

0.1183

Percent Variance (Sun+Sky, Shadow, Sun)

0.0095 0.0131 0.0101

Delta of 000-090 (average, variance)

-0.0165 -0.4250

Therefore for this example the BRDF is known to be 4129.3 = ρ
π = 0.93

π [sr−1], recalling
the origin of ρ = 0.93 from §5.3.4.1. A further adjustment to this DC value is made by
considering the time difference between the calibration image and surface measurement
image, and resulting θi difference. This cosine correction was previously shown in equation
5.46.

6.1.2 Spatial Registration

Spatial registration of the eight C and D images for a given measurement is critical to obtain
accurate results, in particular for the DOP determination (cf. §5.3.2). The images are
typically mis-registered a maximum of ten pixels, which results from the rotation of the
polarization filter whose surface normal is slightly mis-aligned to the optical axis of the
system. Thus, the mis-registration may be treated as purely translational, such that no
scaling or rotational effects need be considered.

The spatial registration technique employed invokes a cross-correlation of the images
in the frequency domain, where spatial displacement corresponds to a phase shift. For
example, given the C0 and C90 images, the shift between the images in terms of the x and
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Figure 6.2: The spatial registration algorithm first takes the raw C0, C45, C90 and C135 images (top
row, left to right), and converts them to binary images (middle row). For the conversion illustrated,
a threshold of 1

6 the maximum among all images was used. The correlation magnitude of the binary
images to the “base” C0 binary image is shown on the bottom row, where the x and y-axis correspond
to pixel displacement (cf. equation 6.1). Note that the axes have been limited to 50 pixels.

y coordinates x0 and y0 may be given as [188]

[x0, y0] = MAX

[
F−1

{
F(C0)F∗(C90)
|F(C0)F(C90)|

}]
, (6.1)

where F is the Fourier transform, F−1 is the inverse Fourier transform and ∗ is the complex
conjugate. As implemented, a total of nine discrete Fourier transforms and inverse trans-
forms are required for each image set. On a PC with a 1 GHz class processor, this is easily
completed in under two minutes.

When this method was first implemented, it was unsuccessful due to the contrast changes
resulting from the different polarization filter orientations. However, the technique suc-
ceeded once the images were converted to binary (two-tone) images. Optimal thresholds for
the binary conversion were generally found to be between 1

6 to 1
4 the maximum value among

the images. This is due to specular highlights having the highest degree of polarization,
and hence the most variability. The spatial registration technique was found to provide an
accuracy on the order of a pixel or less. Figure 6.2 illustrates the procedure.
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The mis-registration calculation was only performed on the C images. Since the shadow
(D) image was made immediately after the C image without any changes which may disturb
the camera, it may be assumed that the D and C images for a given polarization orientation
are already registered. In registering the C images, the C0 image was arbitrarily selected as
the “base” image, and the registration routine provided ∆x and ∆y coordinates for the C45,
C90 and C135 images relative to the C0 image. Similarly, these same ∆x and ∆y coordinates
are provided to all the D images.

After determining the displacements of all the images relative to the base image, the
images are trimmed such that only the common regions in all images remain. This operation
may be thought of as a logical AND among all images. After the trimming operation, the set
of four C− D or “BRDF” images and four D or “sky” images are written out to individual
files. Henceforth, the BRDF or C− D images will be referred to as the E images. Prior to
performing the spatial registration, a dark image subtraction is made, followed by the lens
fall-off correction. Therefore the images written out at this stage are registered, trimmed
and corrected for the lens fall-off and dark noise. This provides a set of images still in terms
of digital counts, though they are no longer integer values due to the lens fall-off correction.

It would seem logical to go ahead and perform the DC to sr−1 conversion and write
these images out to files. However, as noted earlier, some of the error terms are dependent
upon the DC magnitude. Retention of the DC magnitudes in the preprocessed data enables
further error analysis without consulting the raw data files.

6.2 Polarimetric BRDF and Variability Determination

After the preprocessing, the four BRDF images from which f00, f10 and f20 or ~f are deter-
mined and the four sky images from which ε0, ε1 and ε2 or ~ε are determined are suitable
for analysis. The first operation is a conversion of the images from digital counts into
BRDF units of [sr−1], which is completed by dividing by the digital count calibration and
multiplication with 0.93

π per equation 5.3.

From these images which are now calibrated to units of [sr−1], images ~f and ~ε elements
are calculated. From equations 5.4 and 5.5 it is seen that f00

f10

f20

 =


1
2

[
E
′
0 + E

′
90 + E

′
45 + E

′
135

]
/(1 + τ⊗)

(E
′
0 − E

′
90)/(1− τ⊗)

(E
′
45 − E

′
135)/(1− τ⊗)

 , (6.2)

where the ′ indicates the images which are in terms of [sr−1], and it is reiterated that
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E
′
xx = C

′
xx − D

′
xx. It is also seen in (6.2) that the error resulting from the cross-polarized

leakage, τ⊗, is corrected for as discussed in §5.3.1.3 and shown in equations 5.33–5.35.
Similarly, ~ε is given by ε0

ε1

ε2

 =


1
2

[
D
′
0 + D

′
90 + D

′
45 + D

′
135

]
/(1 + τ⊗)

(D
′
0 − D

′
90)/(1− τ⊗)

(D
′
45 − D

′
135)/(1− τ⊗)

 . (6.3)

The details of the variability determination are now described using (6.2) and (6.3) as the
basis. Figure 6.3 provides an overview of the processing algorithm, and may be referenced
in the subsequent discussion.

6.2.1 Variability Computation

The ~f and ~ε elements may be used to develop the variability statistics by varying the size
of a convolution kernel, h[x, y] per equation 5.6. The observation is made that the mean
value of the ~f and ~ε elements do not change, regardless of the GSD of interest. That is,
varying the size of h[x, y] has no impact on the mean values, due to the linear convolution
operation.

In practice, the variability is determined by convolving the individual E
′
xx and D

′
xx images

which serve as inputs to ~f and ~ε elements per (6.2) and (6.3). By linearity of the convolution
operation, the same results may be more efficiently obtained by direct convolution of the
~f and ~ε elements. However, this more efficient technique is not used as it does not enable
calculation of the ∆E data at varying GSD sizes, which requires the four individual polar-
ization images (equation 5.40). It is seen that in terms of the E

′
xx images that ∆E(GSD) is

given by

∆E(GSD) = [E
′
0(GSD) + E

′
90(GSD)]− [E

′
45(GSD) + E

′
135(GSD)] . (6.4)

Using a simple RECT function, the eight convolutions required for each GSD of interest is
completed in approximately 30 sec on a PC with a 1 GHz-class processor.1

The variability statistics are therefore taken directly from ~f(GSD) and ~ε(GSD) where
the appropriate GSD has been used to filter the E

′
xx and D

′
xx images. The variability is

quantified by the standard deviation of the data. This is a suitable metric for much of the
data, which has a pseudo-Gaussian distribution. An additional input not yet mentioned

1This was implemented in IDL using the “SMOOTH” function. In other programming languages, or for
other than RECT convolution kernels, it may likely be more efficient to perform this low-pass filtering in the
frequency domain.
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Figure 6.3: The preprocessed data from Figure 6.1 is provided as an input to the pBRDF and BRVF
algorithms shown here. These algorithms provide the pBRDF mean variability. The processing is
identical for either the BRDF (E

′

xx) or downwelled sky (D
′

xx) data.
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is the ground instantaneous FOV or the appropriate conversion factor relating a single
pixel to the corresponding ground distance. The “standard” configuration of the system
for the θr = 30◦ and 45◦ measurements used a standoff distance of approximately 80.4 in.,
resulting in a ground resolution of 73.14 pixels per inch. For the θr = 0◦ measurements, the
standard standoff distance had to be reduced to approximately 68 in. in order to provide
easy access to the polarization filter, which resulted in 87.15 pixels per inch. Other unique
measurement orientations, in particular those made at high phase angles, had a significantly
larger standoff distance with a correspondingly smaller pixel-to-inch conversion factor.

An appropriate padding approach must be determined for the convolution of the E
′
xx and

D
′
xx images. As the GSD increases or as the convolution kernel size increases, the coverage

area of the kernel within the boundaries of the image decreases if not allowed to extend
beyond the image boundary. One option is to not pad the images and simply use the data
that is contained within the boundaries of the largest GSD size. However, this results in a
significant loss of information at the smaller GSD sizes, where statistics are available over
the majority of the image. For this reason, a decision was made to pad the images with
content from the adjacent areas in the image, thus providing the same number of data
points irrespective of the GSD kernel size. This was done by replicating the contents of the
adjacent areas, and adding a “corner” of the right size. Figure 6.4 illustrates the padding.
Figure 6.4 also illustrates why a one foot GSD is a practical limit for the variability data,
as a significant fraction of the image starts to be replicated.

A final point regarding the padding is that the statistics of the padded regions have some
natural deviation from the native image as a whole. This manifests itself when examining
the mean values of the ~f and ~ε components as a function of GSD. The changing mean
value is minimal, and typically less than 0.1% for the f00 and ε0 components. It is for this
reason that the mean values are determined using the native images, and not an inherent
by-product of the variability calculation as shown in Figure 6.3. Examples of this change
are given in the extended data set, provided as part of Appendix A.

So the variability data is generated by the ~f and ~ε images from equations 6.2 and 6.3 as
a function of GSD using E

′
xx(GSD) and D

′
xx(GSD) images which result from the convolution

with a RECT kernel which has pixel dimensions corresponding with that GSD. The ~f(GSD)
and ~ε(GSD) are further processed to produce the appropriate DOP and χ images and
statistics according to

DOP (GSD) =

√
f2
10(GSD) + f2

20(GSD)
f00(GSD)

(6.5)
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Figure 6.4: The E
′

xx and D
′

xx images must be padded prior to the convolution. At left is an original
E

′

xx image at the native size, along with the padded image for a case where GSD = 12 in (right).
An equivalent of 6 in must be added to the image perimeter, shown by the dark red lines. (This
image is E

′

0 of topsoil at 550 nm with θi = 23.3◦, θr = 30◦ and φ = 180◦).

and
χ =

1
2

tan−1

[
f20(GSD)
f10(GSD)

]
, (6.6)

with similar expressions using the ~ε components to determine the downwelled sky result.
The variability is quantified by the standard deviation of the data.

6.2.2 Data Output

The data resulting from the pBRVF algorithm is output in several formats. At each band
for each scattering location or camera position, a standard data set is generated which
captures the behavior of the material for that orientation. A standard set of four GSD
sizes are used for all the data: 0.5”, 3.0”, 6.0” and 12.0”. In addition, calculations are
performed with a native resolution image and one filtered with a 5 × 5 pixel convolution
kernel. This 5×5 kernel data is used to produce a high resolution data set, which is usually at
GSD ≈ 0.07”, though it varies due to the variation in distance to the imaged surface. Each
of the data elements resulting from the processing are described with examples provided.
A significant number of qualitative images are produced, providing a visual representation
of the numerical data.
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6.2.2.1 Mean and Variability Output

The processing results are summarized by two sets of four text files for each wavelength,
one set for the ~f BRDF data and one set for the ~ε sky data. Each set contains a summary
file, which summarizes the mean and variability output. An example of the summary file
is shown below.

Data Set Information { Data/20050508_Grass/ 30,180/ grass 550 11.0 0150 0015

73.1400 0.0150000}_BRDF{ N Y Y N Y N 19765.7 N 0 1535 0 1023 }

Kernel Sizes (pixels)

5 37 219 439 877

Equivalent GSD size (inches)

0.0683620 0.5058792 2.9942577 6.0021877 11.9907026

Residual Energy from Registration

0.0572607 0.0103939 0.0071458 0.0071132 0.0071911

S0 Mean, Std Dev, Skewness, Kurtosis

0.0166094 0.0090140 1.6011703 5.0106888

0.0166104 0.0040766 0.5525676 0.5965202

0.0166180 0.0017481 0.5437287 -0.1169703

0.0165713 0.0012175 0.9595386 0.0031123

0.0165973 0.0007756 0.8129728 -0.3813481

S1 Mean, Std Dev, Skewness, Kurtosis

0.0006589 0.0011991 2.5018150 19.9789341

0.0006578 0.0003294 1.2999472 3.4198228

0.0006582 0.0001342 0.9248016 1.7511740

0.0006561 0.0000796 0.6469660 0.0960295

0.0006607 0.0000395 0.1111674 -0.6996152

S2 Mean, Std Dev, Skewness, Kurtosis

-0.0003548 0.0012339 -0.9124157 14.5992479

-0.0003543 0.0002609 -0.5657478 1.9048358

-0.0003545 0.0001560 -0.3204452 0.2708384

-0.0003523 0.0001346 -0.3052895 0.3610795

-0.0003582 0.0000915 -0.3335640 0.0855753

DOP Mean, Std Dev, Skewness, Kurtosis

0.0772946 0.0555669 2.3982752 14.0492791

0.0458506 0.0158332 0.6786323 1.4717430

0.0458446 0.0085645 0.3986163 0.1556489

0.0457658 0.0066618 0.2921953 -0.1689830

0.0456889 0.0041020 0.2470003 -0.8497894

Angle Mean, Variance, Skewness, Kurtosis

-6.99646001229.8257040 0.4779456 0.0640459

-13.7265392 75.8694434 1.2383244 10.3249222

-13.9023326 25.7786517 0.3237586 0.5526447

-13.8850471 21.0678935 0.3188132 0.4167368

-14.1132118 10.0025566 0.1875721 0.1167709

Reflectance Factor
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0.0521801

The first two lines contain meta data, which provides information such as the material
measured and scattering orientation, the camera exposure conditions, the required pixel-to-
inch conversion factor, the equivalent DC to sr−1 conversion factor, the extent of the image
used and other parameter settings from the algorithm. The Kernel Sizes line reports the
actual pixel size used for the convolutions to obtain the Equivalent GSD size in inches,
which is shown on the following line. Next, the mean value of the ∆E data, called the
Residual Energy from Registration is reported which corresponds to the GSD sizes
from the preceding line.

The next five sections provide the BRVF statistics for the Stokes elements and the
resultant DOP and χ. Note that the labels are identical regardless of whether it is ~f

or ~ε data–it is only by the file name that a distinction is made between the two. So S0

corresponds to f00 or ε0, S1 to f10 or ε1, etc. Each line under the S0, S1, S2, DOP and
Angle are the statistics for each of the GSD sizes from above. The first line corresponds to
the 0.068 in data, the second line the 0.5 in data, etc. Each line contains the mean, standard
deviation, skewness and kurtosis. (The higher-order statistics are never used, but were
inherently computed by the technique, so they are also reported). Finally, the equivalent
reflectance factor magnitude is reported, calculated using the mean S0 magnitude.

Note the changing mean value of S0 as the GSD size changes. This is the biasing
resulting from the padding process, as discussed in §6.2.1. Also note the significant ∆E

magnitude at 5× 5 pixel GSD, and the resulting DOP magnitude.

6.2.2.2 Histogram Output

Accompanying each summary file are text files with the histogram data for f00 (or ε0),
DOP and χ. The binning of the data is dynamically scaled according to the data contents.
As an example, the first part of a DOP histogram file is shown below.

Data Set Information { Data/20050508_Grass/ 30,180/ grass 550 11.0 0150 0015

73.1400 0.0150000}_BRDF{ N Y Y N Y N 19765.7 N 0 1535 0 1023 }

Equivalent GSD size (inches)

0.06836 0.50588 2.99426 6.00219 11.99070

Minimum, Bin Size, Maximum

0.00000000 0.00200000 1.50000000

Histogram Data

" " " " " "

0.024000 25334 36237 4440 0 0

0.026000 26927 45486 11269 0 0

0.028000 28408 53435 17745 288 0

0.030000 29733 62042 30019 18984 0
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0.032000 30808 68980 49187 32131 0

0.034000 31285 73159 70782 45636 0

0.036000 32598 77510 89686 89733 22637

0.038000 33307 82191 129555 110124 70167

0.040000 33252 83704 131865 169990 244994

0.042000 33351 84121 133194 193931 297772

0.044000 33579 82079 164291 177952 273043

0.046000 33265 78329 153986 177885 134953

0.048000 33532 74042 137515 166773 218502

0.050000 33134 70328 100887 109242 187319

0.052000 32097 64330 79288 82506 80475

0.054000 32028 58334 55479 44136 22502

0.056000 31315 53120 49699 49372 595

0.058000 30443 48216 50045 47548 0

0.060000 29676 42070 30545 24662 0

0.062000 29106 35234 19951 9258 0

0.064000 28225 29985 10938 2808 0

0.066000 27524 25975 11518 0 0

0.068000 27006 22025 10317 0 0

As with the summary file, the first two lines contain metadata, followed by the applicable
GSD. Next, the histogram minimum, bin size, and maximum value are given. Finally the
histogram data is reported, where the first column is the magnitude of the quantity of
interest, here DOP, and the next five columns correspond to the GSD of interest. Note that
the first several rows are not shown for brevity.

A plot of the histograms is also generated for each of the f00, DOP and χ quantities
(or ε0, DOP and χ in the case of the downwelled sky data), which show the change as
a function of GSD. An example of the histograms from the BRDF (f00) data is shown in
Figure 6.5.

6.2.2.3 Qualitative Imagery

Qualitative imagery is produced of each of the three Stokes vectors or those corresponding
to the ~f elements. In addition, the DOP and χ data are also written to image files. Each
of these five images is produced for each of the four standard GSD units, as well as for
the native and high-resolution 5 × 5 pixel kernel. The net result is a total of 30 images.
These images are written out in jpeg format with an embedded scale corresponding to the
appropriate units for the data. The ~f or Stokes data are shown in terms of [sr−1] and are
kept as grayscale images. The DOP ranges from 0.0–1.0 and χ is scaled from -90–90◦. A
color index is used for both the DOP and χ data which greatly improves the visual contrast
and absolute magnitude determination.
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Figure 6.5: An example of the BRVF histograms generated for each hemispherical sampling location.
Shown are the BRDF or f00 (left), DOP (middle) and χ (right) distributions as a function of GSD,
shown in the legend in units of inches. These data are for lawn grass at 550 nm, with θi = 27.7◦,
θr = 30◦ and φ = 180◦.

The dynamic range of these images are scaled such that the same range is present for
all GSD sizes, facilitating a comparison. The maximum scale value for the f00 and DOP

images is set such that 99.5% of the pixels are less than the maximum scale value, or in
other words the “brightest” 0.5% of all pixels are saturated. This maximum magnitude is
determined from the data processed with the 5× 5 kernel. Using this maximum value, the
magnitude of the Stokes or f10 and f20 images are set to ±0.25 of the maximum magnitude.

Finally, the ∆E data is written out using the native resolution data, the 5 × 5 data,
and at the 0.5 and 3 in GSD level. This scale is consistently set to a maximum of 0.1,
which provides a consistent means of inter-comparison of all data sets, to include different
materials. Examples of the qualitative imagery may be seen in Figure 6.6.

6.3 Measurement Results

The data produced from the measurements are extensive, making a succinct presentation
of the results difficult. The complete data set accompanies this document on a DVD ROM,
with a description of the archiving method and file naming convention provided in Appendix
A.

The data presented in this section are limited to three primary materials which had an
adequate number of measurements: top soil, asphalt and lawn grass. For these materials,
the following measurement results are presented for each scattering or imaging location.
Note that only mean values are presented here. The variability data are included in §A.1.

1. pBRDF The f00, f10, f20 pBRDF Mueller matrix components per equation 4.19.
These are the inherent quantities the measurement is intended to quantify.
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Figure 6.6: Examples of the images written out as part of the data processing for visual reference.
From top to bottom are f00, f10, f20, DOP , χ and ∆E, with an increasing GSD from left to right
of 0.07 in (the 5 × 5 high resolution data), 0.5 and 3.0 in. These data are for lawn grass at 550
nm, with θi = 27.7◦, θr = 30◦ and φ = 180◦, and may be compared with the histograms shown in
Figure 6.5. Note the considerable ∆E magnitude and resulting error in the high-resolution DOP
and χ images. The spatial registration of grass is particularly challenging, as there is often some
movement of the blades between successive images (cf. §6.3.3).
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2. Sky Contribution The mean ε0, ε1 and ε2 values or the “sky” contribution (~Ld) to
the signature per equation 4.19. The ~ε data change depending upon the sky condition,
and as such are only representative of the weather conditions at the time of the
measurement.

3. Total Stokes The S0, S1 and S2 mean Stokes radiance measured with both the
sun (~Lr) and sky (~Ld) radiance contributions—or the signal as it would be measured
by a remote sensor. This is equivalent to fxx + εx.

4. DOP Two degree of polarization quantities are given, that resulting from the BRDF,
or solar-only (~fxx) contributions and the total, or that from ~S.

5. ∆E The residual signal left by the difference between the two cross polarization
measurements, as shown by equation 5.40. This quantity is given for GSD = 3 in.

The units for the ~ε and ~S quantities are a bit confusing. They are given in units of [sr−1]
such that they remain relative in magnitude to the ~f pBRDF quantities. However, it is not
proper to consider these as true BRDF magnitudes since the scale factor is provided by the
solar-only illumination magnitude.

A description of the measured materials and their results follow. All measurements were
made in Rochester, New York. Additional data analysis is in Chapter 7, which presents
much of the GSD-dependent variability data.

6.3.1 Topsoil Results

The topsoil measurements were made on May 20, 2005, and spanned from 12:24–4:01 PM,
Eastern Standard Time. This duration made it possible to acquire data at solar incident
angles ranging from 23.3◦ to 53.6◦. The topsoil data is the most extensive measurement
made, with ten scattering positions measured at both 550 and 750 nm. The soil was not in
situ, but dug up and spread on a plastic tarp to a depth of a few inches such that no effects
of the tarp were present. The soil was raked to provide a relatively uniform surface, then
allowed to dry for several hours to reach an equilibrium state so that further changes would
not impact the measurement results. An overview of the measurement area and the soil
surface is shown in Figure 6.7. The topsoil measurement results are summarized in Table
6.1.

The average f00 magnitude for the soil measurements is 0.02468 sr−1 at 550 nm and
0.04364 sr−1 at 750 nm, which is equivalent to reflectance factors of ρ(550) = 0.0775 and
ρ(750) = 0.1371 (Table 6.1). There is an appreciable range in f00 magnitude, reaching
a maximum near the retroreflection or “hot spot” orientation and having a minimum in
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Figure 6.7: The measurement area and close-up of the topsoil.

the forward scattering direction. This magnitude change is characteristic of most natural
materials, where self-shadowing reduces the signature away from the solar angle and con-
versely near the solar angle the signature is a maximum due to minimal self-shadowing.
The maximum for both bands is 60–70% above the mean, with the minimum being ≈ 55%
of the mean.

It is interesting to examine the ratio between the f00 magnitudes at 550 and 750 nm for
the same orientation. This ratio stays relatively constant, between 0.53 and 0.61 indicating
the BRDF “shape” does not change appreciably between the two bands, but is scaled by
the total brightness. This concept will become instrumental in extrapolating these results
to other spectral bands, to be addressed in Chapter 7 on the Background Model.

The f00 images could easily be mistaken for those made on the lunar surface, or other
planetary body without an atmosphere. The effect of removing the downwelled sky radiance
is dramatic and results in completely dark shadowed regions with significant contrast. The
hot-spot phenomena is also visually evident in one of the measurements, where an overall
brightness change is noted within an image frame. These effects are seen in Figure 6.8.

The DOP reaches a maximum of 0.1883 at 550 nm and 0.1041 at 750 nm. These results are
consistent with Umov’s law, or the fact that DOP is inversely proportional to reflectance.
The polarization effects are examined in detail with the development of the Background
Model, Chapter 7.

Interpretation of ~ε resulting from the downwelled sky is more difficult. To first order,
one would expect the magnitude of ε0 to be relatively constant with respect to scattering
orientation, assuming similar sky conditions. However, there appears to be more variability
than can be accounted for from varying sky conditions.
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Figure 6.8: The dramatic shadow contrast resulting from removal of the downwelled sky radiance
is noted in this f00 image at left, where θi = 53.6◦, θr = 30◦ and φ = 135◦. At right, a gradual
increase in the f00 signal is noted going from the left of the image to the right, or approaching
the retroreflection position. θi = 29.5◦ with the scattering orientation at the center approximately
θr = 30◦ and φ = 40◦. Both images are at λ = 550 nm.

It is also observed that the ratio of ε0 to the average f00 is consistently much higher
than the same ratio for the calibration panel data (not shown in the Table). For instance,
the cosine-adjusted sky radiance fraction from the calibration panel measurements had a
mean of 10.0% at 550 nm with minimal variability. However, the average ε0 to mean f00

magnitude was 23.7%. This indicates that the sky is responsible for a larger fraction of
the total signal compared to a smooth Lambertian surface. This effect is understood by
considering the significant self-shadowing and resulting radiance reduction.

6.3.2 Lawn Grass Results

The lawn grass measurements were made on May 8, 2005, and spanned from 12:57–3:05
PM, Eastern Standard Time, resulting in incident solar angles from 27.7◦ to 45.2◦. A
total of nine scattering positions were measured at 550 and 750 nm, but one of the 550 nm

measurements was not useful due to the tripod being bumped between images. The grass
was very healthy and had been mowed five days prior to the measurement; however, there
were no visually discernable “mow” patterns remaining. An overview of the area and a
close-up of the region measured are shown in Figure 6.9.

The grass measurements impose an additional constraint—there must be minimal wind.
Movement of the individual grass blades by the wind results in spatial misregistration among
the eight images. This particular day was relatively calm, and care was used to image during
calm periods. The summary of the grass measurement results are shown in Table 6.2.

The average f00 magnitude for the grass measurements is 0.02167 sr−1 at 550 nm and
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Figure 6.9: An overview of the lawn grass area with a close-up of the region measured.

0.13579 sr−1 at 750 nm, which is equivalent to reflectance factors of ρ(550) = 0.0681 and
ρ(750) = 0.4316 (Table 6.2). As with the topsoil data, the maximum signature is in the
retroreflection position, with a minimum in the forward scattering location. However, there
is much greater variability in the f00 ratios between the two spectral bands at a given
orientation compared to the topsoil. The ratios range from 0.140 to 0.196, with the smallest
value being in a forward scattering location (θi = 27.7◦, θr = 30.0◦, φ = 180.0◦) and the
highest near the retroreflection position (θi = 32.5◦, θr = 45.0◦, φ = 0.0◦). It is hypothesized
that this results from considerable “secondary” illumination of the grass by itself at 750 nm,
which is approximately six times more reflective than at 550 nm. BRDF images at the
forward scattering orientation of θi = 27.7◦, θr = 30.0◦, φ = 180.0◦ support this premise, as
shown in Figure 6.10.

As previously mentioned, movement of the grass by the wind poses a unique challenge,
and is most problematic at 550 nm. At 550 nm there is greater contrast, enhancing any
grass movement or misregistration. In addition, a slight change in a grass blade orientation
may result in a significant change in the magnitude of a specular reflection from that blade,
even though there may be good spatial registration. This potentially contributes to signif-
icant DOP calculation uncertainties. However, examination of the ∆E data and imagery
demonstrate these effects are mitigated once the minimum processing GSD is reached or
GSD = 0.5 in—see Figure 6.11.

The grass DOP is examined after having satisfied concerns that meaningful calculations
may be made from the measurements. The DOP for the grass at 750 nm is negligible, and at
550 nm the measured maximum was 0.056, occurring in the forward scattering orientation
of θi = 29.3◦, θr = 45.0◦, φ = 180.0◦. As anticipated, the minimum DOP was measured in



6.3. Measurement Results 157

Figure 6.10: The appearance of grass between 550 nm and 750 nm is significantly different (left and
right), beyond a simple reflectance magnitude change—note the change in the sr−1 scale between the
images. At 550 nm, significant contrast results from shadowing, while at 750 nm secondary reflections
“self illuminate” solar shadowed regions. (θi = 27.7◦, θr = 30.0◦, φ = 180.0◦).

Figure 6.11: For the grass measurements, a significant ∆E magnitude is present at GSD = 0.068
in (left, a 5 × 5 pixel averaging) but quickly diminishes with increasing GSD as seen from the
∆E(GSD = 0.5”) (middle) and ∆E(GSD = 3.0”) (right). The mean ∆E values are 0.057, 0.010
and 0.007, respectively, with a maximum magnitude scale of 0.1 for all images. (Compare with the
typical ∆E data from the topsoil, Figure 5.20).
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Figure 6.12: An overview of the asphalt area with a close-up of the asphalt surface. The close-up
is approximately 18 in across.

the orientation closest to the retro-reflection position, at θi = 32.5◦, θr = 45.0◦, φ = 0.0◦.

6.3.3 Asphalt Results

The asphalt measurements were made on April 21, 2005, and spanned from 10:18–11:26
AM, Eastern Standard Time, resulting in incident solar angles from 39.3◦ to 32.5◦. The
asphalt area measured was highly uniform, and rather than imaging a common area by
repositioning the camera, the camera head was simply rotated to obtain different azimuth
views. The only negative consequence is that in a few of the images, relatively dark asphalt
regions were present. However, these dark regions were eliminated from the analysis. The
measurement area and asphalt surface are shown in Figure 6.12.

The scattering angles are also limited in this data set, with only one θr = 45◦ measure-
ment, the rest being θr = 0, 30◦. The limitation in high θr data was a consequence of the
solar obscuration or shadow panel being too small, which was later enlarged. (High θr an-
gles cover a larger ground region, thus requiring a larger shadow area). Another difference
with this data set is that both spectral bands were not collected at the same hemispherical
position. A total of six hemispherical measurement positions were made at 550 nm and five
at 750 nm. The summary of the asphalt measurement results are shown in Table 6.3.

The average f00 magnitude for the asphalt measurements is 0.04231 sr−1 at 550 nm

and 0.05021 sr−1 at 750 nm, with equivalent reflectance factors of ρ(550) = 0.1329 and
ρ(750) = 0.1577. As with the topsoil and grass, the minimum reflectance is in the forward
scattering orientation with a maximum noted toward the retroreflection position. However,
the change in the BRDF magnitude is not as dramatic for the asphalt as observed with the
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topsoil and grass. For both the 550 nm and 750 nm data, the maximum f00 magnitude is
approximately 30% greater than the minimum magnitude.

A direct one-to-one comparison of the relative f00 magnitudes between 550 and 750
nm is not possible due to the geometry differences. However, from the similar scattering
geometries it is noted that the ratio of the 550 nm to 750 nm stays relatively constant ranging
from 0.83 to 0.87. As with the topsoil results, the BRDF shape appears to be maintained
between the two bands, and simply scaled by the total magnitude.

As with the other measurements, the DOP is observed to follow Umov’s law, with
DOP (550) generally greater than DOP (750) for similar orientations. The maximum DOP
is noted in the forward scattering orientation.

6.3.4 Additional Results

Additional measurements of asphalt and grass as well as landscape mulch were completed on
other days, but the data sets are incomplete or have considerable error due to the presence
of high cirrus clouds. Some of these data are presented in Appendix A.

A critical element of the measurements, the GSD dependent variability, has not been
presented here. These data are discussed as part of the BRDF model development in
Chapter 7. All the variability data is also presented in tabular form in Appendix A.



Chapter 7

Background pBRDF Model

Having obtained experimental data on materials which constitute the polarized background
or “clutter” environment, a means to model and represent these materials is needed. An
appropriate model enables extrapolation of the results to arbitrary illumination and sensor
orientations, as well any VNIR spectral band. The only known existing pBRDF model for
background material, that used in support of the POLDER program (cf. §2.2.6.2), provides
only crude estimates of the signature given two generic material classes. Furthermore, there
is no ability to account for the natural variability present in naturally-occurring materials.

Unlike the target material pBRDF model, the background model is highly empirical
with only a few physics-based underpinnings. The end objective is not a high-fidelity
representation of specific materials, but a means to quantify the pBRDF behavior and
variability for materials. Having accomplished this, synthetic image generation programs
may realistically represent the polarimetric behavior of background materials. This in turn
provides the means to fully explore algorithms exploiting spectral-polarimetric signatures.

As discussed in Chapter 5, the experimental data only enable derivation of the first
column of the pBRDF Mueller matrix, or the f00, f10 and f20 components. This results in
the inability to formally handle incident polarized radiance, such as that from portions of
the sky. However, it will be shown that the impact from this lack of fidelity is negligible.

The background pBRDF model directly provides i) f00 or the intensity component
of the BRDF, ii) DOP (degree of polarization) and iii) χ, the polarization orientation.
These quantities are needed for all permutation of illumination orientations (θi) and sensor

161



162 Chapter 7. Background pBRDF Model

orientations (θr, φr). From these values, f10 and f20 may be determined from

f10 =
DOPf00√

1 + tan2(2χ)

+f10 if −π
4 ≤ χ ≤ π

4 ,

−f10 if −π
2 ≤ χ < −π

4 or π
4 < χ ≤ π

2

(7.1)

f20 =
DOPf00 tan(2χ)√

1 + tan2(2χ)

+f20 if 0 ≤ χ ≤ π
2 ,

−f20 if −π
2 ≤ χ < 0 ,

(7.2)

which is similar to that given previously, but with the Stokes components in place of the
fxx elements, see (5.23) and (5.24).

Discussion of the background model proceeds by first examining the data at the two
measured spectral bands. After characterizing the behavior of the average f00, DOP and
χ quantities, a means to quantify the variability of these parameters as a function of GSD
is developed. A spectral extrapolation technique is derived bringing all the model elements
together, followed by a summary of the calculations. A comparison of the model to the
measurements is made, and finally known shortcomings of the model are addressed. The
implementation and validation of this model into a high-fidelity synthetic image simulator,
DIRSIG, will be addressed in Chapter 9.

7.1 Mean Values

7.1.1 Scalar BRDF (Intensity) Component

The Roujean BRDF model (cf. §2.2.4) was selected to model the intensity-only or f00 BRDF
component. The Roujean model is a popular BRDF model for landcover materials and has
been shown to provide a good representation of a wide range of materials [93, 39]. Recall
that the Roujean model has only three parameters, k0, k1 and k2, given by

f00(θi, θr, φ) = [k0 + k1f1(θi, θr, φ) + k2f2(θi, θr, φ)]
(

1
100 π

)
. (7.3)

The model is most commonly used to provide a “reflectance factor,” resulting in the k

parameters being proportional to reflectance. Equation 7.3 is actually the Roujean model
multiplied by 1

100 π , which results in a proper BRDF having units of [sr−1]. Used in this
manner, the k parameters are still derived in reflectance units, which facilitates a comparison
with other published values. The f1 and f2 functions are strictly driven by the geometry of
the incident and reflected directions, and were previously given by (2.93) and (2.94).

Even though all materials have azimuthal symmetry, the background BRDF model
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requires the azimuth angle to be specified over the full azimuth range of 0 ≤ φ < 2π.
This is necessary to provide the correct polarization angle, χ, which in turns provides the
correct f10 and f20 ratios. However, the Roujean model restricts the azimuth angle to
0 ≤ φ ≤ π, with symmetry accounting for the other half of the scattering azimuth angles.
This requirement forces conditioning of φ such that it is in the proper range when φ > π.
One such statement providing this is IF φ > π THEN φ = 2π − φ.

Determination of the k0, k1 and k2 Roujean parameters providing the best fit to the
data is accomplished via a least squares fit. Having more than three measurements results
in an overdetermined system of linear equations. Consider a set of n measurements made
on a material. This experimental data may be expressed using (7.3) as

~f00 = ~k F (7.4)

where ~f00 is a 1×n row vector of measured values, ~k is the 1×3 vector of Roujean parameters

sought, [k0, k1, k2] and F is a 3× n matrix consisting of column vectors of

 1
fn
1

fn
2

 for each

of the n measurements or

F =

 1 · · · 1
f0
1 · · · fn−1

1

f0
2 · · · fn−1

2

 . (7.5)

The least squares solution for ~k is therefore found by

~k = ~f00 F# (7.6)

where F# is the pseudo-inverse of F given by

F# = FT
(
F FT

)−1
. (7.7)

Therefore the three Roujean parameters k0, k1 and k2 may be determined for each
material at each wavelength measured, which in turn provides the f00 BRDF component at
arbitrary illumination and reflection orientations per (7.3). Table 7.1 provides an example of
the model performance for “lawn grass” at 550 nm, where the model results are compared to
the measurements. Also shown in Table 7.1 is the Lambertian BRDF estimate determined
by RMSE minimization. The Lambertian estimate results in significant error at some
geometries, although at one orientation is does provide a better result. The Roujean model
results for all materials at both wavelengths is included in §A.2 of the extended measurement
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Table 7.1: Measured vs. Roujean-modelled BRDF for grass at 550 nm where [k0, k1, k2] =
[6.8702, 0.3881, 29.0824]. The RMSE for this data set is 0.001022. The best Lambertian estimate is
0.01956 sr−1, resulting in considerable error at some geometries. The same comparisons with the
additional data sets are included in §A.2.

Measured Modelled Modelled Lambertian
θi [◦] θr [◦] φ [◦] [sr−1] [sr−1] Error [%] Error [%]
45.2 0 0 0.01874 0.01927 2.84 4.38
36.7 30 45 0.02384 0.02464 3.37 -17.95
34.5 30 90 0.01903 0.01971 3.56 2.79
27.7 30 180 0.01661 0.01586 -4.5 17.76
32.5 45 0 0.03153 0.02957 -6.23 -37.96
38.2 45 50 0.02516 0.02659 5.67 -22.26
29.3 45 180 0.01630 0.01558 -4.42 20.00
43.0 61 180 0.02212 0.02211 -0.02 -11.57

Figure 7.1: The Roujean-modelled BRDF of grass at 550 nm using [k0, k1, k2] =
[6.8702, 0.3881, 29.0824]. The incident illumination is at θi = 0◦ (left), θi = 30◦ (middle) and
θi = 60◦ (right). Note that the maximum θr calculated is 80◦. The complete set of hemispherical
results are included in §A.2.

results Appendix.

Figure 7.1 provides the Roujean results of the lawn grass at 550 nm throughout the
scattering hemisphere for incident illumination angles of θi = 0◦, 30◦ and 60◦.

7.1.2 Degree of Polarization (DOP )

The DOP has been shown to be highly correlated with the phase angle, ξ, or the total
angular extent between the illumination source and receiver. ξ was previously given in
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Figure 7.2: The DOP versus the phase angle, ξ for top soil, asphalt and lawn grass at 550 and 750
nm. Fourth-order polynomial fits are shown with the data. No fit is made for the grass data at 750
nm, as the DOP is minimal and subject to measurement uncertainty as discussed in §5.3.7.2.

(2.95), but is also given here for reference as1

cos ξ = cos θi cos θr + sin θi sin θr cos φ . (7.8)

It is in ξ-space that the DOP is extrapolated for a given set of θi, θr and φ. A fourth
order polynomial was found to provide a good fit to the experimental data. It is via this
polynomial that the DOP is determined as a function of ξ according to

DOP (ξ) = p1 ξ + p2 ξ2 + p3 ξ3 + p4 ξ4 , (7.9)

where it is noted that there is no zero order coefficient since DOP (0) = 0. The p1 through p4

coefficients are given for ξ in radians. Figure 7.2 demonstrates the correlation by showing
the measured DOP versus ξ for top soil, asphalt and grass at 550 and 750 nm. For the
asphalt data there is some uncertainty in the actual maximum DOP , as there are a lack
of measurements at high ξ conditions. These fits are simply scaled versions of polarization
from Fresnel reflectance (recall Figure 2.1), but for the total scatter angle ξ instead of the
half angle. From this basis, it is also known that as ξ → 180◦ that DOP → 0.0; therefore
this data point has been added to all measured data sets.

The DOP in the scattering hemisphere is therefore determined by mapping the phase
angle, ξ, and corresponding DOP into the scattering hemisphere. For the grass measure-
ments at 550 nm, the results are shown as Figure 7.3.

1N. B. For the numerical calculation of ξ, caution is required when θi = θr and φ = 0 or π. Floating
point round error can easily result in a cos−1 argument magnitude that is > 1.0.
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Figure 7.3: DOP of grass at 550 nm as determined by the polynomial fit to the phase angle from
Figure 7.2. θi = 0◦ (left) and θi = 45◦ (right).

7.1.3 Polarization Orientation (χ)

The mean value of the polarization orientation, which relates the ratio of the f10 and f20

magnitudes is determined strictly by geometry. Assuming all polarization is attributed
to front-surface, single event reflectance, then χ is uniquely determined from the required
orientation of the microfacet needed to specularly reflect radiance in the sensor direction. In
theory, there is some deviation in the actual polarization angle from the “front surface only”
reflectance due to contributions from p-polarized volumetric scattering being transmitted
through the surface, but it is not measurable to within the tolerance of the measurement
system. The measurement technique only supports determining the mean χ to within ±15◦

(cf. §5.3.1.1).

Consider two vectors originating at the microfacet surface—one directed toward the
incident illumination source, î, and another directed along the sensor or reflection direction,
r̂ (see Figure 7.4). In terms of the material surface normal coordinates, or the macrofacet
coordinate system, these vectors are given in Cartesian coordinates as

î =

 ix

iy

iz

 =

 sin θi

0
cos θi

 (7.10)

and

r̂ =

 rx

ry

rz

 =

 sin θr cos φr

sin θr sin φr

cos θr

 . (7.11)

The Cartesian coordinate reference frame is such that +x is toward the source (φ = 0◦),
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Figure 7.4: The geometry of the polarization angle determination is illustrated by presenting a
single microfacet above the plane of the macrofacet or material surface.

with +z aligned with the macrofacet or material surface normal vector. The +y orientation
is defined such that a right-hand coordinate system is satisfied, or in the φr = 90◦ direction.

The cross product of r̂ with î results in a vector ~p orthogonal to the plane of incidence,
and oriented in the microfacet plane:

~p = r̂ ⊗ î . (7.12)

The polarization orientation relative to the sensor may be determined from the angle be-
tween p̂ and the macrofacet surface normal, or ẑ direction. The angle between these two
vectors is

θ = cos−1

(
~p

|~p|
· ẑ
)

, (7.13)

recognizing that the normalized surface normal direction is ẑ =

 0
0
1

.

Having obtained the angle θ relative to ẑ, one only needs to subtract π
2 to express the

angle relative to the x-y plane as viewed by the sensor, or the reference frame from which
the polarization orientation χ relative to the macrofacet is defined,

χ = θ − π

2
. (7.14)
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This results in −π
2 < χ ≤ π

2 . Assembling the terms into a single expression provides

χ = cos−1

[
r̂ ⊗ î

|r̂ ⊗ î|
· ẑ

]
− π

2
. (7.15)

7.1.4 Establishing Statistical Independence of the Mean Values

For the f00, DOP and χ selection process, there has been an implicit assumption of sta-
tistical independence. However, there are phenomenological reasons to argue that f00 and
DOP should be inversely correlated via Umov’s effect, as discussed in §2.2.1. However,
examination of the data demonstrate that f00 and DOP are in fact highly independent.
One explanation of this is that each image is composed of the same material, but with f00

and DOP variability driven by the orientations of constituent materials. That is, variations
in “brightness” and DOP result from different orientations of common materials.

Figure 7.5 demonstrates the statistical relationship between f00 and DOP by examining
their joint probability distribution for a particular data set—forward scattering of “lawn
grass” at 550 nm. The top of the figure presents the joint histograms between f00 (x-axis) and
DOP (y-axis) for GSD = 0.5 in (left) and GSD = 3.0 in (right). On the bottom are the
standard distribution statistics, as previously presented in Figure 6.5. The joint probability
statistics may be better understood by realizing the univariate distributions on the bottom
result from integrating the joint probability density. Integration along the y- or DOP -axis
results in the f00 probability. Similarly, integration of the joint probability density along the
x- or f00-axis results in the DOP probability. The key element to note in Figure 7.5 is that
there is not a pronounced asymmetry with the f00 and DOP joint probability distributions.
This suggests these quantities are ill-correlated and the independent selection of f00 and
DOP values is justified. In stark contrast, the statistical dependence of f00 with DOP will
later be demonstrated in §10.3 for an image containing many material types.

7.2 Variability—BRVF

Having determined the mean value for f00, DOP and χ throughout the scattering hemi-
sphere, or equivalently f00, f10 and f20 via (7.1) and (7.2), it is now appropriate to discuss
the GSD-dependent variability of these quantities, or the BRVF. Recall the measured vari-
ability in the f00, DOP and χ parameters as a function of GSD previously presented in
Figure 6.5. The data were processed to generate statistics for GSD sizes of 0.5, 3.0, 6.0 and
12.0 in. Processing the data at GSD < 0.5 in may potentially become contaminated by
spatial registration errors. Trying to obtain meaningful information for GSD > 12 in is
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Figure 7.5: The joint probability density of f00 and DOP for GSD = 0.5 in and GSD = 3.0 in,
top left and top right, respectively. The integrated univariate probabilities are shown on the bottom
for DOP and f00, bottom left and bottom right.
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not possible due to the significant image padding required.

Note that the variability need only be determined for strong illumination sources, which
in the VNIR will usually mean the sun. The radiance leaving the surface reflected from the
sky is adequately averaged by the hemispherical extent of the sky illumination, and only
the mean values for f00, f10 and f20 are needed.

The variability is primarily a function of GSD, but is also dependent upon the solar-
target-sensor geometry. An efficient means to include both sources of variability was not
found, and as such the orientation dependency is not captured. The variability for a given
GSD is computed by averaging the variability for each scattering geometry captured in the
measurement series. The geometry-dependent variability is generally secondary to that of
the GSD dependence. It is therefore a reasonable compromise in attempting to represent
this complex, multi-dimensional parameter.

7.2.1 Intensity Variability

The f00 variability for each of the processed GSD values is determined by averaging all
the f00 standard deviations from each hemispherical position for that GSD value. The
standard deviations are first normalized by the mean f00 magnitude, resulting in a relative
or percentage standard deviation of f00 given by σ%

f00
. To this data, a fit is made in the

form of
σ%

f00
= a GSD−b . (7.16)

The absolute intensity variability, σf00 , is therefore given by

σf00 = f00 · σ%
f00

. (7.17)

For each material, a and b fit parameters are supplied, which in turn provides the
percentage standard deviation as a function of the GSD, expressed in inches. Examples of
fits to this data are provided in Figure 7.6. Note that the net reflectance does not apparently
play a significant role, as for soil ρ(550) ≈ 7.8% and ρ(750) ≈ 13.8%, grass ρ(550) ≈ 6.8%
and ρ(750) ≈ 43%, and finally asphalt ρ(550) ≈ 13.3% and ρ(750) ≈ 15.8%. The f00

variability will be further explored when spectral extrapolation is considered in §7.3.1.2.

Determination of the f00 value proceeds as follows. The mean value is obtained via
(7.3), strictly from the Roujean parameters and geometry. The variability as a function of
GSD is determined by a normal distribution having a standard deviation of σf00 . Note that
in rare instances, the random draw from the distribution function may result in f00 < 0, in
which case f00 is set equal to zero.
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Figure 7.6: The f00 variability as captured by σ%
f00

as a function of GSD. The fits to the data are
made with a function of the form of (7.16). The error bars represent a ±σ. Top soil (left), asphalt
(middle) and lawn grass (right).

Figure 7.7: The DOP variability expressed by σDOP as a function of GSD for top soil (left), asphalt
(middle) and lawn grass (right). The error bars represent ±1σ.

7.2.2 DOP Variability

In a similar manner, the DOP variability is determined by considering the behavior as a
function of GSD. The function describing the relationship between the σDOP and GSD is
a natural log fit, expressed as

σDOP = −c ln(GSD) + d . (7.18)

Figure 7.7 demonstrates the fit of equation 7.18 to the experimental data.

It must be remembered that 0.0 ≤ DOP ≤ 1.0, so that if a random draw returns a value
outside this range, it must be set to either 0 or 1.

7.2.3 Orientation Variability

The variability in the polarization orientation angle, χ, is highly correlated with DOP .
This is realized by considering the following hypothetical cases. For the first scenario,
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Figure 7.8: The standard deviation of the χ component, σχ, as a function of DOP for top soil
(left), asphalt (middle) and lawn grass (right). The 550 nm data are on top, with the 750 nm data
on bottom. A fit to all the GSD = 3 in data is made in the form of equation 7.19. No meaningful
fit is made to the 750 nm grass data, since the low DOP results in considerable χ error as noted in
§5.3.7.3.

the image-wide DOP = 1.0. For this to be realized, each pixel in the image must also
have DOP = 1.0 and furthermore have identical polarization orientations. At the opposite
extreme, each individual pixel may have a DOP = 1.0, but with a random pixel-to-pixel
polarization orientation. In this case, the net image-wide result is depolarization, resulting
in DOP = 0.0.

Upon this basis and the observations of the experimental data, the χ variability is fit
as a function of DOP . An exponentially decaying function was selected, based upon a
reasonable fit to a variety of materials. The function is given as

σχ = ee−fDOP (7.19)

where 0.0 ≤ DOP ≤ 1.0. The domain of polarization orientation angles is limited to
π
2 ≥ χ > −π

2 . For instances where a random draw returns χ outside this domain, the
resulting angle must be “unwrapped” back to the appropriate domain. An example of
equation 7.19 fit to experimental data is presented in Figure 7.8.

It is seen that σχ has some correlation with GSD, with σχ decreasing with increasing
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GSD. However, the data demonstrate a better correlation with DOP . For materials having
no appreciable polarization, e.g. DOP < 0.01 for all illumination and sensor orientations,
the angular orientation is highly random. The 750 nm grass data in Figure 7.8 demonstrates
this.

7.3 Spectral Extrapolation

Spectral extrapolation of the data from only the two measured bands, 550 ± 6 nm and 750
± 12.5 nm to throughout the VNIR region presents a significant challenge. Unlike the target
material generalized microfacet model, the background model is completely empirically
based and as such there is no direct means of incorporating physics into the extrapolation.
However, the physics of polarization phenomenology, such as Umov’s law, may still be used
to guide the technique. The only input required in addition to the experimental data is a
spectral reflectance factor ρ(λ) measurement.

7.3.1 Total Intensity Extrapolation

7.3.1.1 Mean Total Intensity

Oddly enough the most basic BRDF component, the total intensity or f00 value is the most
difficult to extrapolate. As will be seen, phenomenology-based techniques may be used to
determine the DOP and χ spectral dependence. However, it is difficult to incorporate phe-
nomenology in extrapolating the spectral variation of f00. Several approaches were pursued
which directly scaled the k0, k1 and k2 Roujean parameters. However, these techniques
would ultimately fail when tested at the limits of the spectral reflectance factor, that is
when ρ = 0 or ρ = 1.

One approach that has proven effective is to linearly scale f00 by ρ(λ) using the Roujean-
modelled f00 of the measured bands and their resulting total reflectance, ρDHR. This
establishes a simple linear equation where the slope is the difference between the measured
f00 quantities and their associated total reflectance. The equation is therefore

f00(λ) =
[

f00(λb)− f00(λa)
ρDHR(λb)− ρDHR(λa)

]
ρ(λ) + b , (7.20)

where f00(λa) and f00(λb) are the Roujean-modelled f00 values from measurements and b is
the intercept value. ρDHR(λb) and ρDHR(λb) are the total reflectance obtained by integration
of the Roujean-modelled λa and λb bands.

The intercept, b, is determined by substituting a set of the known values of ρDHR(λx)
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for ρ(λ) and f00(λx) for f00(λ) such as

b = f00(λ)−
[

f00(λb)− f00(λa)
ρDHR(λb)− ρDHR(λa)

]
ρ(λ) (7.21)

= f00(λa)−
[

f00(λb)− f00(λa)
ρDHR(λb)− ρDHR(λa)

]
ρDHR(λa) . (7.22)

The intercept must be calculated during the model execution, as it depends upon the
calculated f00 value derived from the Roujean model.

For this particular case where only two spectral bands were measured, the 550 nm and
750 nm bands may be directly equated with “band a” and “band b”, respectively. However,
in the most general approach where n bands are measured and Roujean modelled, the a and
b bands should correspond to those having a total reflectance just spanning the reflectance
factor of the wavelength of interest, as it is presumed the BRDF anisotropy between the
two bands should be most representative of that at the unknown wavelength.

The f00(λa) and f00(λb) quantities are Roujean-modelled and obtained by the appro-
priate Roujean parameters supplied as one of the model inputs. They are given explicitly
as

f00(λa) = [k0a + k1a f1 + k2a f2]
(

1
100 π

)
(7.23)

f00(λb) = [k0b + k1b f1 + k2b f2]
(

1
100 π

)
(7.24)

after the Roujean model from (7.3).

The ρDHR values for (7.20) are determined via integration of (7.23) with an incident angle
of θi = 45◦. This angle represents a typical day time imaging scenario, and more importantly
a typical geometry for the collection of ρ(λ) spectral data. It is noted that there is minimal
ρDHR variability over the range from 0◦ ≤ θi ≤ 60◦. The integration limit for θr is set to 80◦,
as the Roujean model is ill-behaved as θr → 90◦. This has a minimal impact on the ρDHR

calculation, as a 100% reflecting Lambertian surface evaluates to ρDHR = 0.9727 when
limiting θr to 80◦. ρDHR(λa) and ρDHR(λb) are explicitly supplied as model parameters,
though they could equivalently be computed from the Roujean parameters.

One note of caution when using this technique is that the Roujean-modelled f00 may
result in negative values for some orientations. In these cases, the magnitude is set to zero.
However, when performing the interpolation from (7.23), it is important to maintain any
negative values such that an appropriate interpolation is made. Any negative values after
the interpolation are then set to zero.

This approach toward spectral extrapolation of the total intensity may be summarized
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as modulating the anisotropic “shape” of the BRDF according to the “shape” difference be-
tween the a and b bands. The required assumption is that changes in the BRDF anisotropy
for a given ρ(λ) follow the same trend as those observed between the measured bands, in
this case the 550 and 750 nm Roujean-modelled measurements.

7.3.1.2 Total Intensity Variability

The relative f00 variability may be treated as identical for all spectral bands. For this to
be strictly true requires all the constituents of a background material to have the same
spectral “shape”, which is only modulated in intensity for a given illumination and obser-
vation orientation. This representation is highly accurate when all constituent materials
are identical, in which case the variability arises from varying surface orientations (cos(θi)
variations) and shadowing. This assumption should still remain accurate as long as the
smallest GSD size at which the data is processed contains a distribution of materials which
are statistically representative of other GSD elements in the image.

Perhaps the most significant breakdown in this approximation are for materials such
as grass, which has appreciable radiance resulting from transmittance which alters the
statistics. It is also likely that spectral bands with very low reflectance have increased
variability, since a larger percentage of the surface-leaving radiance is from front surface
reflectance. Figure 7.6 shown earlier supports this notion, as the variability differences
between the soil and asphalt data are minimal. However, the difference in the grass f00

variability between the 550 and 750 nm bands is more significant.

Figure 7.9 provides a fit to the f00 variability by combining both the 550 and 750 nm

data sets for the materials. Error bars represent a single standard deviation from all the
measurements. Most significant is the fact that the error for the grass f00 variability is
not appreciably higher than that of the soil and asphalt, in spite of a greater difference
between the two spectral bands for grass. Treating the f00 variability may be considered
a significant assumption and simplification, but the experimental data provide support for
this approximation.

7.3.2 DOP Spectral Extrapolation

7.3.2.1 DOP Mean Value

As discussed in the polarization orientation derivation, it is hypothesized that all polariza-
tion is due to front-surface Fresnel reflectance. Furthermore, it is assumed that the index
of refraction does not appreciably change over the VNIR range. Under these conditions,
the magnitude of the measured f10 and f20 components are spectrally independent per the
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Figure 7.9: f00 variability as a function of GSD derived from the average of all 550 and 750 nm
variability data; top soil (left), asphalt (middle) and lawn grass (right).

Fresnel equations as seen in §2.1.2.2. This is equivalent to saying that the polarized fraction
of the total f00 component, fp

00 should remain constant, independent of wavelength. The
polarized fraction is given by

fp
00 = DOP · f00 =

√
f2
10 + f2

20 , (7.25)

with the resulting unpolarized fraction, fu
00 given by

fu
00 = (1−DOP ) · f00 . (7.26)

This hypothesis is tested by examining the top soil data set. The top soil data is well-
suited for this analysis as there is appreciable, but a markedly different DOP at 550 and
750 nm. Figure 7.10 presents fp

00 of the 550 nm data plotted against the 750 nm data for
the same geometric orientation. It is seen that there is reasonable agreement between the
two sets of spectral data, as noted by the slope equal to 1.09 from the fit equation. The
error bars with these data should not be considered a true uncertainty, but are uncertainty
estimates based upon propagating the ∆E parameter discussed in §5.3.2.

The data may be further scrutinized by considering fp
00 as a function of the phase angle,

ξ. As before, under the assumption that all polarization is attributable to front-surface
reflectance, the quantities should be equal so long as the refractive index is the same. The
fp
00 quantity is similar to a scaled version of the DOP from Fresnel reflectance. Figure 7.11

provides fp
00 as a function of ξ for the three materials. Very good agreement is obtained

with all but the lawn grass data at 750 nm. Grass at 750 nm has negligible polarization,
which results in a large relative error in the polarization, which in turn results in a high fp

00

uncertainty per (7.26).

Figures 7.10 and 7.11 provide strong evidence supporting Umov’s effect. This results in
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Figure 7.10: The polarized f00 BRDF component “top soil” at 750 nm versus that at 550 nm. The
data supports the hypothesis that this quantity is spectrally independent.

Figure 7.11: The polarized f00 BRDF component as a function of the phase angle ξ for top soil
(left), asphalt (middle) and lawn grass (right). A fourth-order polynomial fit to the band having
the highest DOP is also provided (cf. Figure 7.2).
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the polarization being inversely proportional to total reflectance, as the measurement data
already illustrates. It is upon this tenant that the polarization extrapolation is based.

Directly pursuing this approach would lead one to quantify fp
00 as a function of ξ, then

obtain the DOP by simply dividing fp
00 by the f00 magnitude at that orientation, as given by

the Roujean model output. Although this directly follows the physics of the phenomenology,
it is not the most robust approach, as it is highly dependent upon how well the spectrally-
extrapolated Roujean model represents f00. Given that the spectral extrapolation of the
Roujean parameters is already an estimate driven by the best fit parameters at two discrete
wavelengths, further calculations based on this parameter may likely propagate substantial
error.

Instead, a proportionality scale factor is derived based upon Umov’s effect. The scale
factor may not simply be the inverse ratio between the reflectance magnitudes, though
this agrees well with the data collected. A simple inverse ratio approach results in the
DOP → ∞ as ρ(λ) → 0. An appropriate ratio is constructed by considering the fp

00

component along with the unpolarized component, fu
00. The total intensity is therefore the

sum of these two components. It has been established that fp
00 is λ independent; the fu

00

component contains all the volumetric scatter, and is therefore proportional to the spectral
reflectance factor, ρ(λ).

To implement this scaling, a “base” DOP or DOP0 is defined as DOP (ξ) from the
measured spectral band having the highest DOP. This band is chosen as it has the least
error in the DOP measurement. Variables referring to this base band are denoted by the
“0” subscript. From the preceding discussion, the expression to spectrally scale the DOP

from DOP0 is seen to be given as

DOP (λ) =

[
fu
00b

+ fp
00(ξ)

fu
00(λ) + fp

00(ξ)

]
DOP0(ξ) (7.27)

Application of (7.27) directly from spectral reflectance data which is typically in units of
reflectance is enabled by replacing fu

00(λ) with ρ(λ), and converting fp
00(ξ) to a polarized

reflectance factor, ρpol(ξ). This conversion is made by simply taking the product with π or

ρpol(ξ) = fp
00(ξ) π . (7.28)
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The final expression for the conversion for spectrally scaling DOP is therefore

DOP (λ) =
(

ρ0 + ρpol(ξ)
ρ(λ) + ρpol(ξ)

)
DOP0(ξ) (7.29)

= γ ·DOP0(ξ) (7.30)

with γ representing the scale factor. Just as DOP0(ξ) is determined by a fourth-order
polynomial, the spectrally-independent ρpol(ξ) magnitude is also determined by a fourth-
order polynomial fit, as seen from Figure 7.11. This fit is given by

ρpol(ξ) = pf1 ξ + pf2 ξ2 + pf3 ξ3 + pf4 ξ4 . (7.31)

A sample calculation is provided for extrapolating the DOP from 550 nm to 750 nm at
a single phase angle for the top soil data. In this case, ρ(550) = 0.078341 and ρ(750) =
0.137600. The two fourth order polynomials, which provide DOP0 and ρpol are given by

DOP0(ξ) = 2.5881× 10−4 ξ + 2.2020× 10−5 ξ2 − 1.8179× 10−8 ξ3 − 6.2297× 10−10 ξ4 (7.32)

ρpol(ξ) = 2.4413× 10−3 ξ + 4.7223× 10−3 ξ2 − 2.4952× 10−3 ξ3 + 2.3711× 10−4 ξ4 (7.33)

The DOP (λ) is calculated for ξ = π
2 or 90◦, noting that the polynomial coefficients are

given for ξ in units of radians. The base DOP or DOP0 is calculated as 0.1475 using (7.32)
and similarly ρpol(ξ) = 0.007259. From equation 7.29, the resulting DOP is

DOP (λ = 750, ξ =
π

2
) =

(
0.078341 + 0.007259
0.137600 + 0.007259

)
0.1475 (7.34)

= 0.0872 . (7.35)

This value may be compared to the best estimate provided directly from the experimental
for soil at 750 nm. The best estimate is given by a fourth order polynomial fit to the data,
as previously shown in Figure 7.2. The best estimate is 0.0850, which compares favorably
to 0.0872 determined using the extrapolation technique.

A better understanding of the approach’s effectiveness is demonstrated by considering
all the measured data for all three materials, and determining the DOP for one of the bands
via (7.29). All three materials happen to have the 550 nm as the “base” DOP band, or that
having the highest DOP. Therefore the 750 nm DOP will be determined. The only knowledge
of the 750 nm measurements used in this extrapolation per equation 7.29 is the reflectance
factor, ρ(750). Figure 7.12 provides results for all three materials, and demonstrates the
effectiveness of the approach. The estimated 750 nm DOP is in close agreement with the
experimental data for all three materials. The lawn grass at 750 nm has no appreciable
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Figure 7.12: Performance of the DOP spectral extrapolation is demonstrated by comparing the
model-determined DOP to that actually measured. The “base” DOP in all cases is the 550 nm band,
as this band had the highest DOP (and lowest ρ). The model-predicted DOP is shown by the blue
diamonds, the experimental data by red triangles and the best-fit to the experimental data by black
squares (cf. Figure 7.2). Left to right are top soil, asphalt and lawn grass.

Figure 7.13: The band-averaged DOP standard deviation σDOP as a function of GSD. From left to
right are top soil, asphalt and lawn grass. The error bars represent a ±σ from all the data.

polarization, and the measured DOP is greatly influenced by measurement uncertainty.

7.3.2.2 DOP Variability

As with the f00 variability, the DOP variability is treated as spectrally independent. This
assumption is justified based upon the similar behavior of the DOP variability for both
spectral bands as shown in Figure 7.7. The function parameters from equation 7.18 are
developed by performing a fit to the average of all the data. Figure 7.13 presents the results
for the three materials.

7.3.3 Polarization Orientation Spectral Extrapolation

Using the hypothesis that all polarization is attributable to front-surface microfacet re-
flectance results in the polarization orientation χ being spectrally independent. It is ac-
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Figure 7.14: The variability of χ expressed as the standard deviation as a function of DOP for top
soil (left), asphalt (middle) and lawn grass (right). A fit to the data of the form of equation 7.19 is
also presented.

knowledged that volumetric scattering does impart some minor polarization, and as pre-
viously discussed is minimal and not captured. Volumetric scatter is proportional to the
overall material reflectance, and provides a small p-polarization contribution to the signa-
ture. However, high volumetric scattering materials are inherently very depolarizing. The
minor spectrally-dependent volumetric scattering impact to the net polarization angle is
not significant—in particular for the clutter materials this model is intended to represent.

The spectral-dependence of the χ variability, σχ is already captured by the fact that it
is a function of the DOP , which in turn is dependent upon the spectral reflectance factor.
As seen from Figure 7.8, the difference between σχ at 550 and 750 nm is not appreciable. σχ

is therefore treated as independent of ρ(λ), other than the inherent spectral dependence of
the DOP which is required to determine σχ (equation 7.19). The fit to σχ is made using all
the GSD = 3 in data from each data set. The 3 inch data is sufficiently large that spatial
registration errors are minimal compared to other error sources. Figure 7.14 presents the
data along with equations fit to the data.

7.3.4 Spectral Correlation

To this point there has been no consideration of spectral correlation, that is, the f00, DOP

and χ values relative to those for the same pixel but at a different λ. If the total intensity or
f00 parameter were allowed to have different band-to-band variance, without any input from
the variance of adjacent bands, the results would be a spectral reflectance vector with a lot
of unrealistic high frequency “ripple.” In order to avoid this artifact, the f00 variability is
determined only once per pixel location, and the same percentage variance applied to each
spectral band. This results in a realistically behaved spectral reflectance vector, which is
systematically higher or lower than the mean spectral reflectance or f00 value.
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For the practical implementation, this means that f00 for a given pixel is determined by
first making a random draw from a zero-mean normal distribution of width σ%

f00
(equation

7.16). The value resulting from the random draw will be referred to as ∆f%
00, which may

either be positive or negative. The random draw is only performed once for a given pixel
or GSD element, and then applied to all f00(λ). This is given by

f00(λ) = f00(λ) + ∆f%
00 · f00(λ) , (7.36)

where f00(λ) is the mean-value f00 resulting from the Roujean model interpolation from
equation 7.20.

As previously discussed and demonstrated, there is no significant f00 to DOP correlation
(cf. §7.1.4). Upon this basis there is not a requirement to explicitly provide any band-to-
band correlation of the DOP . The appropriate level of correlation is already provided by
virtue of the DOP being a function of the spectral reflectance factor for that λ, per equation
7.29. Since f00 and DOP are independent, it is therefore possible to use “texture maps”
to provide spatially-correlated f00 placement [189]. However, this technique may not be
applied to materials exhibiting f00 and DOP correlation.

The spectral independence of χ does not require any consideration of band-to-band
correlation.

7.4 Spectral Reflectance Factor Measurements

The material spectral reflectance ρ(λ) data is taken from field spectrometer measurements
made by the Digital Imaging and Remote Sensing Measurements Team. An Analytical
Spectral Devices (ASD) FieldSpec Pro Spectroradiometer is used by the Measurements
Team to obtain the spectral reflectance following well-established protocols [190]. The
ASD has a resolution of 1 nm and covers 350–2500 nm. Unfortunately, the ASD spectral
measurements were not concurrent with the pBRDF measurements. Figure 7.15 presents
the ASD-measured spectral reflectance factor compared to the calculated ρDHR derived from
the Roujean-modelled measurements.

Table 7.2 provides direct comparison of the data shown in Figure 7.15. Strictly speaking,
the ASD spectral value at the central wavelength should be determined using a weighted
average of the actual bandpass of the 550 and 750 nm filters. However, the reflectance factor
variability within the bandpass is minimal, so a simple average over the FWHM of the filter
bands were used. Each of the material reflectance results are now discussed.
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Figure 7.15: The spectroradiometer results for topsoil, asphalt and lawn grass compared with the
Roujean model-derived ρ

DHR
from the BRDF measurements, where ρ

DHR
is given for θi = 0◦, 45◦.

Table 7.2: The spectral reflectance factor as measured with a spectrometer compared to the total
reflectance or ρ

DHR
with θi = 0◦ and θi = 45◦.

Mat’l, λ ρ ρ
DHR

(0◦) ρ
DHR

(45◦)
topsoil

550 0.0622 0.0758 0.0838
750 0.1162 0.1339 0.1454

asphalt
550 0.1255 0.1345 0.1554
750 0.1553 0.1607 0.1893

lawn grass
550 0.0740 0.0607 0.0752
750 0.3892 0.4022 0.4533
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Topsoil The topsoil measurements were made on the same sample as that used for the
pBRDF measurements. As with the pBRDF measurements, it was ensured that the soil
was adequately dry. A total of 29 measurements were made using the 3◦ FOV foreoptic,
at a θr = 0◦ with θi = 35.5◦. The measurements were highly repeatable, as the standard
deviation over the 350–1150 nm range covered in Figure 7.15 was less than 0.2% of the total
magnitude measured.

As seen from Table 7.2, the model-determined ρDHR is consistently greater than the
measured reflectance factor for both the 550 and 750 nm bands. When considering ρDHR at
θi = 0◦, ρ is 18% less than ρDHR at 550 nm and 13% less at 750 nm (or about 1.8 and 2.9
reflectance units). A similar bias is also noted with the asphalt data.

It is difficult to reconcile the differences in the measurements, though this is not of
considerable concern. The ASD spectral reflectance factor measurement does not actually
measure ρDHR , but a pseudo-BRDF measurement taken at a given geometry. (It is not truly
a BRDF measurement since the downwelled sky radiance is also present). The additional
unknown factor is that the surfaces measured were not identical to that measured by the
pBRDF measurement technique. In spite of these differences, the relative agreement is
reasonable and corroborates the BRDF measurement results.

Asphalt The asphalt reflectance factor measurements were made concurrent with the top-
soil measurements. The surface measured was visually very similar to the asphalt for which
the pBRDF measurements were made. As with the topsoil data, the spectral reflectance
factor is lower than ρDHR . The total reflectance of the asphalt or ρDHR also exhibits a larger
increase with increasing zenith angle, which is also noted from Table 7.2.

Lawn Grass Finally, the lawn grass measurements are taken from an archived spectral
measurement file for “healthy grass.” At 550 nm the spectral reflectance factor is in good
agreement and lies between ρDHR at 0◦ and 45◦. There is more disparity at 750 nm, where
the θi = 0◦ total reflectance is similar to the reflectance factor, but at θi = 45◦ the total
reflectance is notably higher.

The ASD spectral reflectance factor measurements demonstrated reasonable agreement
with the Roujean model BRDF which was used to derive the total reflectance or ρDHR . A
better comparison would have been possible if the spectral measurements were made on the
identical materials at the same time. The background model is directly dependent upon
spectral reflectance factor measurements. Perhaps a different measurement protocol could
be developed which would provide data closer approximating an actual ρDHR ; e.g., taking
measurements at a sampling of θr and φ locations then averaging the results.
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7.5 Downwelled Sky Radiance

Proper treatment of linearly polarized downwelled sky radiance requires a complete 3 × 3
Mueller matrix, which is not given with the background pBRDF model. It is suggested that
the effects of the polarized component of the downwelled sky is negligible for background
materials under solar illumination conditions. The ~ε data from the measurement results
provide a direct means to test this hypothesis. However, as previously discussed the ~ε have
uncertainty resulting from forward solar scatter adjacency effects.

Examination of the measurement data in §6.3 demonstrates a consistent depolarization
of the sensor-reaching radiance when the sky radiance component ~Ld is included. A strong
argument for the negligibility of sky polarization may be made by considering the reciprocity
principal in conjunction with the fact that background materials aren’t appreciably specular.
From the reciprocity principal, it is known that the ~Ld component results from integration
of the skydome radiance in the same proportion as the BRDF signature when the sensor is
replaced with the source.

Therefore, the intensity-only or first Stokes component of the downwelled sky radiance
is adequate for modelling the ~Ld contribution of the polarimetric signature from back-
ground materials. This is certainly not the case for target materials or materials which
exhibit appreciable specularity. Increasingly specular surfaces enable significant portions of
the sensor-reaching radiance to come from the skydome, and the majority of that portion
from a relatively small solid angle which under the right orientation may have considerable
polarization.

7.6 Model Summary and Material Parameters

Implementation of the model is summarized with a few tables and figures. First, a sum-
mary of all model input parameters previously discussed is shown in Table 7.3, along with
references to the applicable equations and figures. An overview of the model and the use of
all parameters which ultimately results in the first column of the pBRDF Mueller matrix,
Fr, is shown in Figure 7.16. Finally, the background pBRDF model parameters derived for
the top soil, asphalt and lawn grass are shown in Figure 7.17.

From a practical standpoint, it’s of interest to discuss the amount of data required
by the model, and the manner in which the data was processed and the time required
for this particular implementation. First, the minimum number of hemispherical sampling
conditions is considered. The model parameters may be derived with a minimum of three
sampling locations, driven by the three-parameter Roujean model, though in practise at
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Figure 7.16: An overview of the model showing the input parameters and intermediate calculations.
This process is completed for each λ. For all values, geometry information (θi, θr, φr) is required.
GSD (in units of inches) must also be supplied for the variability calculations.
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Table 7.3: A summary of the input parameters to the background pBRDF model, along with
references to the associated equations and figures.

Parameters Application Equations & Figures
ρ(λ) material spectral reflectance (spectrometer-

measured reflectance factor)
(7.20), (7.29)

k0a, k1a, k2a Roujean parameters for wavelength a (in this case
550 nm)

(7.20), (7.23)

ρ
DHR

(λa) the total reflectance for wavelength a (7.20)
k0b, k1b, k2b Roujean parameters for wavelength b (in this case

750 nm)
(7.20), (7.23)

ρ
DHR

(λb) the total reflectance for wavelength b (7.20)
ρ0 the “base” wavelength reflectance factor for

DOP spectral interpolation (equal to one of the
ρ

DHR
(λx) quantities)

(7.29)

p1, p2, p3, p4 DOP0(ξ) polynomial coefficients for “base” band,
or that having the highest DOP

(7.9), Figures 7.2, 7.3

pf1, pf2, pf3, pf4 polynomial coefficients for determining the polar-
ized reflectance fraction ρpol(ξ)

(7.29), (7.31), Figure 7.11

a, b f00 relative (%) variability as a function of GSD (7.16), (7.17), Figure 7.9
c, d DOP variability as a function of GSD (7.18), Figure 7.13
e, f χ variability as a function of GSD (7.19), Figure 7.14

least five are recommended. Careful selection of the scattering locations helps maximize
the information from a minimal data set. Multiple measurements in the plane of incidence
are highly useful—for a given θr, the phase angle ξ is maximized when in the plane of
incidence (equation 2.95). Ideally measurements would be made at a phase angle larger than
the maximum peak in the DOP (Figure 7.2). These data are instrumental in accurately
determining the maximum DOP via fitting the fourth-order DOP polynomial (equation
7.9). At least one measurement in a “side-scattering” or φ = 90◦, 270◦ orientation, and one
near a “retroreflection” orientation is recommended (θr ≈ θi with φ = 0◦).

All scattering measurements are usually completed within a three hour period, not
including setup of the instrumentation. The total raw data set consists of 12 images of
each spectral band at each hemispherical location, with each image sized at 3 MB for this
system. This translates to a total of 144 or approximately 432 MB of raw data for a notional
two-band measurement at six hemispherical positions. After pre-processing and writing out
intermediate images and data, the total data set roughly doubles, resulting in a full data
set on the order of 1 GB.

Processing the data proceeds by the manual look-up of the solar incident angles based
upon the time of each measurement. The calibration panel data is then processed, such
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Table 7.4: Comparison of the background pBRDF model output to experimental data for lawn
grass at 550 nm, with θi = 27.7◦, θr = 30◦ and φ = 180◦ for GSD = 0.5 in.

Quantity Measurement Model
f00 [sr−1] 0.01661± 0.00408 0.01586± 0.00267
DOP 0.0458± 0.0158 0.0449± 0.0117
χ [rad] −0.2463± 0.1520 −6.921× 10−8 ± 0.0849

that a DC value is obtained, which may then be used for the cos(θi) adjustment for the
measurement data (equation 5.46). The adjusted DC magnitude, along with the camera
exposure times are then provided as inputs to the algorithm (Figure 6.3), which writes out
an ASCII text file having the mean and variability data as a function of GSD (p. 146).

Further use of this data was never automated, so it is manually entered into a spreadsheet
where the variability fit parameters and fourth-order polynomial fits are derived. The
measured f00 magnitudes with their corresponding geometries are assembled as an ASCII
text file which serves as the input to the Roujean parameter determining algorithm. The
Roujean algorithm also provides the hemispherical BRDF integration which in turn supplies
the ρDHR model parameters.

Summarizing, it requires around five hours to set up, acquire the data, and break down
the equipment; with another five hours to process the data and derive the model parameters.
The five hour processing period could be automated significantly, and easily reduced to one
hour.

7.7 Model Comparison with Empirical Data

The Background pBRDF model was implemented in an algorithm, the results of which may
be directly compared to the empirical data. The model was used to replicate specific data
sets from the measurements, with model parameters taken from Figure 7.17. The model
output was constructed into an image simulating a full frame of data collected, with a
sampling of both the model and measured results at the GSD of interest.

The first modelled result is of lawn grass at 550 nm, with θi = 27.7◦, θr = 30◦ and
φ = 180◦. Comparison of the empirical measurements to the model results are shown in
Figure 7.18. The synthetic data demonstrate good visual agreement between the model
and the empirical data. Quantitative analysis of the data is shown in Figure 7.19 which
presents the histograms and Table 7.4, which has the mean and standard deviations.

The data compare favorably, with the exception of χ, which is noted to off by 0.25 rad

or 14◦. However, this error is commensurate with the measurement uncertainty in χ. More
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Figure 7.18: A comparison of empirical data (top) to synthetic data generated by the Background
pBRDF model (bottom). Left to right are f00, DOP and χ. These data are for “lawn grass” at
GSD = 0.5 in at 550 nm, with θi = 27.7◦, θr = 30◦ and φ = 180◦. The scales for both sets of data
have been set to identical ranges. Histograms for these data are shown in Figure 7.19.

Figure 7.19: The histograms of the data from Figure 7.18 provide a direct comparison between
the measurement and model results. The bias in the χ determination is evident, and the model
distributions compare favorably with the data. (Note that this data is for the full convolved image
set, a sample size which is close to 1536 × 1024 rather than the more limited population shown in
Figure 7.18).
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Table 7.5: Comparison of the background pBRDF model output to experimental data for top soil
at 750 nm, with θi = 53.6◦, θr = 30◦ and φ = 135◦ for GSD = 0.5 in. The significant discrepancy
in the polarization orientation (χ) is attributed to the camera angular accuracy about the optical
axis, or the reference frame error as discussed in 5.3.1.1.

Quantity Measurement Model
f00 [sr−1] 0.03550± 0.00662 0.03069± 0.00418
DOP 0.0723± 0.0135 0.0712± 0.0129
χ [rad] 0.7203± 0.0834 0.2967± 0.0858

significant is the difference in the f00 and χ variability, which is underestimated by the
model. This is likely caused by the illumination-surface-reflection orientation dependency
of the variability, which is not captured by the model.

Another modelled measurement is that of top soil at 750 nm, with θi = 53.6◦, θr = 30◦

and φ = 135◦. Comparison of the empirical measurements to the model results are shown
in Table 7.5. Again, the results compare quite favorably. The model underestimates f00

and as before the χ bias is noted. The DOP data are particularly satisfying.

7.8 Background Model Limitations & Future Work

The limitations of the background pBRDF model and future improvements are briefly
discussed.

GSD First is the GSD size limitation. As it stands, the model only accommodates a
unimodal distribution of f00, DOP and χ values. Obviously, as the GSD decreases to a size
commensurate with the spatial extent of individual elements comprising a material (e.g.,
blades of grass, individual stones in an aggregate), multimodal distributions are expected.
The multimodal distributions are not captured by the single normal distribution and hence
will not be accurately represented by the model. Techniques have been developed which
successfully quantify multi-modal data and their spectral correlation [191, §5], but the
geometric extrapolation of these results would likely prove difficult.

More significant is the other GSD extreme—how are the data extended to a GSD of
the order of 1–3 m, a spatial resolution typical of many systems. The variability equations
are well-behaved for increasing GSD sizes, but it is difficult to estimate when reality breaks
down. It is thought the variability should be reliable up to 18 or 24 in, but beyond that
other questions enter into the equation. It is suggested that there is a larger “macro”
texture scale for all materials, and that the mean and variability values have some changes
at a scale larger than that measured in these experiments.
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In other words, there is a natural variability and mixture of background materials,
dependent upon the local conditions of the material in question. For instance, in picking
a suitable measurement region for the “lawn grass”, areas with weeds and other anomalies
were avoided in order to best capture the behavior of “just” grass. Realistic surface will have
larger scale variability, such as from groupings of weeds, or soil exposure in sparsely covered
grass regions, etc. A direct technique to extend the results to a larger GSD is to increase
the stand-off distance of the measurement system, thereby increasing the GIFOV. However,
it is thought an equally justified technique would be to use a mixed-pixel approach.

Complementary measurements of similar materials could be made to provide a linear
mix of properties. For instance, continuing with the lawn grass example, measurements
could be made of a “weedy” area as well as another area with some bare surface exposure,
etc. In extending the results to a larger GSD size, one could then linearly mix the results
from these individual subclasses.

Spatial Correlation Another shortcoming of the model is the lack of spatial correlation
with adjacent pixels. Each GSD element has the pBRDF Mueller matrix generated inde-
pendent of adjacent GSD elements. The spatially-correlated “texturing” is evident in some
of the empirical data, in particular for the data processed at GSD = 0.5 in. One approach
toward implementing realistic texture is via “texture maps”, which are used in high-fidelity
synthetic image generation programs such as DIRSIG. The inherent correlation of spatial
features could be quantified using the imagery derived in the measurement process. The f00

variability could be applied in a traditional texture map fashion, as long as f00 and DOP

are uncorrelated.

Variability Representation The variability of parameters have only been correlated with
GSD, with the exception of χ which has been correlated with DOP . However, as previously
stated, these distribution standard deviation parameters were generated by averaging the
standard deviations from multiple incident solar angles and viewing angles. The result is
that the illumination-sensing geometry dependence on the variability is not captured. Note
the discrepancy in variability data presented by Figure 7.18.

It is thought that some of the noise characteristics of the system are influencing the
model. The DOP measurement noise floor is difficult to understand on a per image basis.
Some attempts have been made to remove known system artifacts when fitting the data,
but undoubtedly some of the system is being modelled rather than the phenomenology.
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Polarization Phenomenology Finally, a subtle polarization phenomena is not captured
by the model—the so called “negative-branch” effect [118]. As the phase angle ξ decreases,
there is a point at which the polarization should go to zero, then rise again before returning
to zero at ξ = 0. The polarization angle is actually reversed in this small angular region,
and may be attributed to multiple scattering events responsible for polarization at near-
backscatter conditions. Recent data taken during the 2003 opposition of Mars by the Hubble
Space Telescope demonstrate this phenomena [192]. The same phenomena is present in a
transmissive medium as well—the polarization orientation near the sun also goes through
this transition. The impact of the model not handling this effect is deemed to be negligible,
as the DOP in this region of ξ is always minimal.

Also lacking is the ability to capture the small changes to the polarization orientation
which result from volumetric polarization contributions. While these contributions are
thought to be minimal, they nonetheless exist and are not represented by the model. A
significant increase in the accuracy of the absolute polarization filter orientation with respect
to the global coordinate system is required to explore these effects.

Total Intensity BRDF The model may be improved by exploring other f00 BRDF models.
In particular, the Roujean model may be segmented into a four parameter model, which
eliminates the assumption that protruding surface elements are equally transmissive and
reflective. Data should also be acquired with at least three spectral bands. This enables
testing the validity of some of the spectral extrapolation techniques.

Further improvements to the existing 3-parameter Roujean f00 model can also likely
be achieved by weighting the experimental data samples. As currently implemented, the
f00 BRDF fit parameters are derived with the measurements equally weighted. However,
this presumes the measurements have been made at locations which best represent the
overall behavior of the BRDF. An iterative approach could consider the variability of the
measured BRDF magnitude relative to the model results, then provide a higher weight to
those samples.

7.9 Conclusions

The background pBRDF model is a highly empirical means of incorporating the polarized
signatures of background materials. The model’s forte is the ability to accurately replicate
the natural variability of the polarized signatures, a prerequisite for the eventual explo-
ration of algorithms using polarization information. Many simplifications are made in order
to extrapolate the results for arbitrary illumination and reflection orientations and also for
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extending the results spectrally. However, the model represents a significant advance given
the current lack of a realistic polarimetric background representation. It provides a mean-
ingful step toward a clutter representation in which spectral-polarimetric algorithms must
operate.



Chapter 8

Target pBRDF Model

A new polarimetric BRDF (pBRDF) model suitable for homogeneous or “target” materials
is proposed. The basis of the model follows from the polarization of a microfacet BRDF
model presented by Priest and Germer in [96], which was more broadly published by Priest
and Meier in [97]. Many BRDF models may be segregated into components which represent
i) surface or specular scattering and ii) volumetric scattering. Furthermore, many of those,
such as Torrance-Sparrow and Maxwell-Beard, may be further decomposed into a micro-
facet representation. The microfacet representation treats the specular scattering as that
resulting from the orientation of individual facets on a material surface. The decomposition
of a BRDF model into the microfacet representation thus enables polarization of the model
via the Fresnel reflectance off the microfacets. To first order, the volumetric scattering
component is usually considered completely depolarizing.

The most general representation of the model may be given by

fr = fspec + fvol , (8.1)

where fspec is the BRDF attributed to front-surface, specular or Fresnel reflectance and fvol

is that due to internal scattering and re-emergence. The specular component of the BRDF
is generalized as

fspec =
RF (β)

4 cos(θi) cos(θr)
p(θN )S , (8.2)

where RF (β) is the Fresnel reflectance off a microfacet, with an angle of incidence β relative
to the microfacet surface normal. The microfacets are oriented at an angle θN relative to
the macrosurface normal. The orientation of the microfacets is given by the probability
density function, p(θN ). Finally, a shadowing term, S, accounts for shadowing effects when
the observation angle is not equal to the illumination angle. This term is bound from

195
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0 ≤ S ≤ 1.0 and serves to attenuate the specular reflectance.

The angle of incidence on the microfacet may be given in terms of the macrofacet
coordinate system. Note that β is simply half the phase angle ξ previously given by (7.8).
β is therefore

β = 1
2 cos−1 [cos θi cos θr + sin θi sin θr cos φ] . (8.3)

Given β, θN is determined as [97, eq. 12]

θN = cos−1

[
cos θi + cos θr

2 cos β

]
. (8.4)

Note that the specular component as presented by (8.2) differs from that given by
Priest. The Priest-Germer model also contains a cos(θN ) term in the denominator (cf.,
[97, eq. 9, 11]). Priest does not derive the specular component representation, but cites
other publications as the source of the equation. However, at least one of the cited sources,
Maxwell, conforms to the form of the model given by (8.2), and also agrees with that given
by He.1 Priest also does not include a shadowing function, as the paper’s emphasis was on
the polarized Fresnel reflectance representation of the model.

When the Fresnel reflectance is cast in the form of a Mueller matrix, Fr, then any
microfacet model may be “polarized”. Determining the Fresnel reflectance requires the
complex refractive index for the material, ñt, and therefore ñt is another required model
parameter. With the Fresnel reflectance Mueller matrix, the polarized model representation
is given by

Fr = Fspec
r + Fvol

r

=
RF (β)

4 cos(θi) cos(θr)
p(θN )S + Fvol

r .
(8.5)

Usually the volumetric contribution is considered completely depolarizing, in which case Fvol
r

may be represented by only the fvol
00 element, or equivalently the scalar intensity quantity

fvol. Microfacet BRDF models employ different functional forms of p(θN ), S and Fvol
r .

Maxwell and Beard developed a protocol to empirically approximate each of these functions.
It is this empirical determination of these parameters that in part motivates what will be
referred to as a generalized microfacet pBRDF model. It is generalized by the fact that
different functional forms of p(θN ), S and Fvol

r may be used which provide the best fit to
experimental data.

1In any event, the impact of cos(θN ) in the denominator is minimal; with most materials the BRDF
magnitude rapidly decreases with increasing θN , such that division by a decreasing cos(θN ) quantity is
negligible.
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The final motivation for the model is the fact that an extensive database of hundreds of
materials already exists with Maxwell-Beard model parameters. The NEFDS, as described
in §2.2.2.6, may therefore be “polarized” by the application of the Priest-Germer microfacet
polarization technique. Furthermore, the raw data used to derive the NEF Maxwell-Beard
model parameters may be used to derive parameters providing optimal fits for the polari-
metric BRDF signature, rather than just the overall f00 intensity component.

On a philosophical note, many argue that models should incorporate all the possible
physics of the interaction, which then provides a validated basis for making predictions.
While this is a noble effort, it is extremely difficult if not impossible to incorporate all the
physics of optical scattering into a tractable model providing results within a meaningful
computational time. On that note, the microfacet model is one in the domain of geometric
optics; that is, strictly speaking the surface roughness and microfacet dimensions must be
large relative to λ. However, the microfacet representation has demonstrated the ability
to accurately model a wide range of materials from the UV to the LWIR, and is therefore
considered as an adequate means to predict surface-leaving radiance.

This chapter begins with an overview of the generalized microfacet model, and presents
different functional forms of p(θN ), S and Fvol

r which may be used in the model. The
coordinate transformation required to appropriately represent the Fresnel Mueller ma-
trix reflectance are described. This is followed by a decomposition of the Maxwell-Beard
BRDF model into the generalized microfacet representation, which enables application of
the Maxwell-Beard model parameters and hence polarization of the Maxwell-Beard model.
Next, the measurement protocol developed by Maxwell and Beard used to determine ñt,
p(θN ), S and Fvol

r is reviewed. The model is then implemented for six materials from the
NEFDS and the results compared to raw lab data. These six materials were also made
available for pBRDF measurements, which were completed using the imaging system de-
scribed in §5.2. These measurement results are reviewed and compared with the model
results. Finally the shortcomings of the model are discussed with future recommendations
made.

8.1 Generalized Microfacet Model Overview

Each of the generalized microfacet model components as shown in (8.5) are presented.
The presentation is primarily limited to the Maxwell-Beard form of the p(θN ), S and Fvol

r

functions, though a few others are mentioned and presented.
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8.1.1 Microfacet Probability Distribution Functions, p(θN)

The microfacet probability distribution function, p(θN ), may be thought of as providing the
“spread” of the specular microfacet reflections according to the surface roughness statistics.
This distribution function uses two parameters: a surface roughness parameter σ, and a
bias parameter B. A lower σ corresponds to a smoother or more specular surface. The
B parameter provides an overall magnitude adjustment. The effect of p(θN ) is to place a
“peak” in the specular direction. This results due to the relationship of θN to the reflection
coordinates θr and φ via equations 8.3 and 8.4. In θr space, the reflection coordinate space,
the entire p(θN ) function is translated according to θi, with placement of the peak at the
specular reflectance orientation; that is at θr = θi with an azimuth angle of 180◦. This
results from the mathematical relationship of θN to θi, θr and β. Two p(θN ) functions will
be examined—a Gaussian distribution function pG(θN ) and a modified Cauchy function
pC(θN ).

8.1.1.1 Gaussian Probability Distribution Function

The Gaussian microfacet probability distribution function pG(θN ) is that used by the Priest-
Germer model [97, eq. 9] and is given by

pG(θN ) =
B

2πσ2 cos3(θN )
exp

[
− tan2(θN )

2σ2

]
, (8.6)

where σ2 is the microfacet slope variance and B is the bias parameter. Note that Priest-
Germer do not include a scaling factor, so B = 1 for their model. This distribution function
is attractive, as integration over the 2π hemisphere evaluates to unity; it is based on the
assumption of a Gaussian surface height distribution [97, §6]. Figure 8.1 provides output
of pG(θN ) for a few values of σ and B for both in the plane of incidence (φ = 0, 180◦) and
“cross-plane” (φ = 90, 270◦) scattering. The function is shown in terms of the dependency
upon θr, or pG(θN (θr)).

8.1.1.2 Modified Cauchy Distribution Function

The modified Cauchy microfacet probability distribution function pC(θN ) is adapted from
that used by the more recent versions of the NEF Maxwell-Beard BRDF model. It is given
by

pC(θN ) =
B

cos(θN ) [σ2 + tan2(θN )]
. (8.7)
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Figure 8.1: Results of the Gaussian distribution function for θi = 60◦. At left are results in the
plane of incidence (φ = 0◦) and at right “cross-plane” (φ = 90◦). The bias and surface roughness
parameters for each of the curves are [σ, B] = [0.2, 1] (solid, red), [0.3, 2] (dash-dot, blue) and [0.5,
5] (dash, green). Note the change in scale between the left and right figures.

Note that this function differs from that given by the NEF [193, eq. 4.1-3], as this function
has been transformed into the generalized microfacet representation. (This is further dis-
cussed in §8.2 when the Maxwell-Beard model is decomposed into the generalized microfacet
components). Figure 8.2 provides output of pC(θN ) for a few values of σ and B for both in
the plane of incidence and “cross-plane” scattering. As with the Gaussian function, pC(θN )
is shown in terms of the dependency upon θr, or pC(θN (θr)).

8.1.2 Shadowing Function S

The shadowing function S plays an obvious physical role in the BRDF spectral reflectance
component. When the observer is not coincident with the incident irradiance, there are
shadowing effects which modify the signature. That is, some microfacet elements may
not be illuminated due to others blocking the illumination source. It is also possible that
some illuminated microfacet elements are not visible by the observer due to line-of-sight
blocking by microfacets. These effects are respectively termed “shadowing” and “masking”
by Torrance and Sparrow [77]. Furthermore, it is possible to have simultaneous shadowing
and masking. The net result is an attenuation of the specular reflectance due to what is
collectively referred to as shadowing effects.

Only the NEF Maxwell-Beard shadowing function is presented [193, p. 23]. This shadow
function is a somewhat simplified form compared to that originally given by Maxwell [65,
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Figure 8.2: Results of the modified Cauchy distribution function for θi = 60◦. At left are results
for in the plane of incidence (φ = 0◦) and at right “cross-plane” (φ = 90◦). The bias and surface
roughness parameters for the presented values are [σ, B] = [0.2, 0.1] (solid, red), [0.3, 0.2] (dash-dot,
blue) and [0.5, 0.5] (dash, green). Note the change in scale between the left and right figures.

p. 10]. It is given by

SMB =
1 + θN

Ω e−2β/τ

1 + θN
Ω

, (8.8)

where Ω and τ are the fit parameters.
Maxwell and Beard found this function provided an improved fit to the data over that of

the Torrance-Sparrow shadow function, but this comparison was primarily limited to paint
samples. The behavior of SMB is such that in the retroreflection orientation (θi = θr, φ = 0◦)
the magnitude is one, thus providing no attenuation. Similarly, the magnitude of the
function in the forward scattering specular direction (θi = θr, φ = 180◦) is also one. Figure
8.3 illustrates the behavior of SMB for varying Ω and τ values.

8.1.3 Fresnel Reflectance

The Fresnel reflectance, RF (β) is an essential component of the microfacet model and
provides the magnitude and polarization of the specular reflectance off the microfacets.
Fresnel reflectance is usually represented as a scalar magnitude in terms of the incidence
angle (or equivalently the reflectance angle) and the incident polarization state. All that is
required to produce the Fresnel reflectance is the complex indices of refraction of the incident
medium, ñi and the medium which is reflecting the light, ñt, along with the incident angle
(which via the law of reflectance is also the reflectance angle). The complex index is given
by the real component, n, and the imaginary component κ such that ñ = n− iκ. Generally,
the incident medium is air such that ni ≈ 1.0− i0.0.
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Figure 8.3: The Maxwell-Beard shadowing function as a function of θr for θi = 60◦. At left are
results in the plane of incidence (φ = 0◦) and at right “cross-plane” (φ = 90◦). The parameters
for the presented values are [τ , Ω] = [1.0, 1.0] (solid, red), [2.0, 1.0] (dash-dot, blue) and [10.0, 0.1]
(dash, green).

The usual values given by the Fresnel equations are the fraction of s-polarized and p-
polarized reflectance, given the same incident polarization (see equations 2.10 and 2.12, and
Figure 2.1). From these values, the total reflectance from an unpolarized source is easily de-
termined, which is the manner in which the Maxwell-Beard model determines the specular
reflectance magnitude. However, representing the Fresnel reflectance as a Mueller matrix
RF (β) enables polarization of any microfacet-based BRDF model, immediately transform-
ing the scalar BRDF result, fr or the f00 BRDF component into the full polarimetric BRDF
Mueller matrix, Fr. The process is complicated by the coordinate transformations necessary
to relate the microfacet Fresnel reflectance to the macrofacet coordinate system in which
the pBRDF model operates.

Hence the material index of refraction ñt is critical in providing an accurate polarimetric
representation with the generalized microfacet model. The derivation of an appropriate ñt

value will be further discussed in §8.3.3. The coordinate transformations necessary to
represent RF and thus Fr in terms appropriate for the macrofacet coordinate system by
which BRDF is defined is now discussed.

8.1.4 Coordinate Transformation of the Fresnel Reflectance

The required coordinate transformations to properly represent Fr is one of the most com-
plicated aspects of the model. However, it is easily captured by a closed-form solution
presented by Priest [97]. The requirement may be summarized as needing to transform
the Fresnel reflectance from an individual microfacet to the macrofacet coordinate system,
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given an illumination source at θi with the observer at θr and φ.

It is first noted that for a given θi, θr and φ geometry, that the orientation of the mi-
crofacet is uniquely determined. This is understood by visualizing the required orientation
a small mirror must have on the macrosurface to specularly reflect the incident radiance
toward the observer. This “fixes” the required microfacet orientation which contributes to
the specular signature.

The required coordinate transformation is invoked by the development of a 2× 2 Jones
matrix, T, which is similar to a Mueller matrix. A Jones matrix is an adequate means
of transferring polarized energy when only polarized states are considered. Given a Jones
matrix, an equivalent Mueller matrix may be developed, though the converse is not true
since a Mueller matrix handles the more general case of depolarization. The Jones matrix
transforms the incident electric field oriented in the s and p polarization states to the
reflected s and p polarization states. This matrix transformation is given by[

Er
s

Er
p

]
=

[
rs 0
0 rp

][
E i

s

E i
p

]
, (8.9)

where E i
s and E i

p are the incident s and p polarization electric field, rs and rp are the reflected
field magnitudes, and Er

s and Er
p are the reflected s and p polarization electric field. This

is equivalent to the Fresnel reflectance equation, but retaining the electric field magnitudes
(cf. equations 2.10 and 2.12).

However, two coordinate transformations are required to properly relate the relative s

and p polarization states incident upon the microfacet surface normal. The first coordinate
transformation rotates the plane of incidence, or the plane containing the incident radiance
and macrosurface normal vector, to the plane containing the microfacet normal and the
incident radiance. The rotation between these two planes is given by ηi. Similarly, a second
transformation rotates the plane of reflectance, defined by the reflected direction and the
macrofacet surface normal to the microfacet surface normal, termed ηr. Both ηi and ηr are
uniquely determined by the BRDF coordinate system or θi, θr and φ. They are given by
[97, eq. 19]

cos(ηi) =
cos(θi)+cos(θr)

2 cos(β) − cos(θi) cos(θr)

sin(θi) sin(β)
(8.10)

cos(ηr) =
cos(θi)+cos(θr)

2 cos(β) − cos(θr) cos(θr)

sin(θr) sin(β)
. (8.11)

The coordinate transformation of the electric fields are accomplished by multiplying
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the incident electric field, which is defined in terms of the macrofacet coordinate system
relative to the incident illumination direction, by the ηi coordinate transformation before
the Fresnel reflectance. After the Fresnel reflectance, the ηr coordinate transformation
is accomplished, which produces the surface-leaving electric field components in terms of
the sensor or observer’s orientation in the macrofacet coordinate system. Therefore, the
resulting electric field components, in terms of the coordinate system of the observer is
given by [97, eq. 14][

Er
s

Er
p

]
=

[
cos(ηr) sin(ηr)
− sin(ηr) cos(ηr)

][
rs 0
0 rp

][
cos(ηi) − sin(ηi)
sin(ηi) cos(ηi)

][
E i

s

E i
p

]
(8.12)

=

[
Tss Tps

Tsp Tpp

][
E i

s

E i
p

]
. (8.13)

The resulting Jones matrix, T is formed from the coordinate transformations and the Fresnel
reflectance, rs and rp. The sign convention needed for ηi and ηr is not clearly presented
by Priest. It is ambiguous from (8.10) since the cosine is an even function; however when
used as an argument for sine in (8.12) it must be defined. For 0◦ < φ < π the sign of the
η angles is negative, and for π < φ < 2π they are positive. Furthermore, in the plane of
incidence or φ = 0◦ or 180◦, both ηi and ηr are zero.

Now the Jones matrix components are used to construct the Fresnel reflectance Mueller
matrix, RF . The complete 4 × 4 Mueller matrix may be reproduced from these elements,
but only the 3 × 3 matrix components relevant to linear-only polarization are shown. As
given by Priest and Meier [97, eq. 15], the resulting RF component magnitudes (ρxx) are

ρ00 = 1
2

[
|Tss|2 + |Tsp|2 + |Tps|2 + |Tpp|2

]
,

ρ01 = 1
2

[
|Tss|2 + |Tsp|2 − |Tps|2 − |Tpp|2

]
,

ρ02 = 1
2

[
TssT

∗
ps + T ∗

ssTps + TspT
∗
pp + T ∗

spTpp

]
,

ρ10 = 1
2

[
|Tss|2 − |Tsp|2 + |Tps|2 − |Tpp|2

]
,

ρ11 = 1
2

[
|Tss|2 − |Tsp|2 − |Tps|2 + |Tpp|2

]
,

ρ12 = 1
2

[
(TssT

∗
ps + T ∗

ssTps)− (TspT
∗
pp + T ∗

spTpp)
]

,

ρ20 = 1
2

[
TssT

∗
sp + T ∗

ssTsp + TpsT
∗
pp + T ∗

psTpp

]
,

ρ21 = 1
2

[
(TssT

∗
sp + T ∗

ssTsp)− (TpsT
∗
pp + T ∗

psTpp)
]

,

ρ22 = 1
2

[
(TssT

∗
pp + T ∗

ssTpp)− (TpsT
∗
sp + T ∗

psTsp)
]

.

(8.14)

Again it is emphasized that the Fresnel Mueller matrix components given by 8.14 for a
specified θi, θr and φ geometry are only a function of the material refractive index ñt. When
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Figure 8.4: The Maxwell-Beard volume BRDF component as a function of θr for θi = 60◦. The
parameters for each of the curves are [ρD, ρV ] = [0.05, 0.0] (solid, red), [0.05, 0.05] (dash-dot, blue)
and [0.05, 0.1] (dash, green).

the volumetric BRDF component of the microfacet model is treated as a completely unpo-
larized term, then all model polarization is by virtue of the microfacet Fresnel reflectance.

8.1.5 Volume Component

Finally the volumetric scattering component of the generalized microfacet model is consid-
ered. The only representation given is that from the NEF Maxwell-Beard BRDF model.
This term is completely randomly polarized and is expressed as

VMB = ρD +
2ρV

cos(θi) + cos(θr)
, (8.15)

where ρD and ρV are two free fit parameters. The nomenclature used is that from the NEF,
and is an adaptation of that originally proposed by Maxwell, where ρD is the diffuse or
Lambertian component and ρV is the volumetric scattering parameter [193, p. 22]. The
nomenclature is somewhat confusing, as both are considered part of the overall volumetric
scattering component in the generalized microfacet model given by (8.1).

Notice that (8.15) is equal to a simple Lambertian contribution when ρV = 0. The
function also has azimuthal symmetry. Figure 8.4 provides some output for VMB. The
Maxwell-Beard model parameters allow non-physical negative values of ρD and ρV , which
may provide a better fit to the empirical data.

It is acknowledged that volumetric scattering is not completely depolarizing. Subsurface
radiance emerging through a microfacet is polarized via Fresnel transmittance. The net
result is that volumetric scattering is preferentially p-polarized via Fresnel transmittance.
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Figure 8.5: The process of generating the pBRDF Mueller matrix for a target material.

This effect was previously noted from the “magic 8-ball” imaging experiment in §5.2.3. A
rigorous polarimetric BRDF model should include volumetric polarization.

Some insight into this phenomenon is provided by Ellis [101], who investigated a glossy
white paint. Much like the surface of the white region on the 8-ball, the polarization from
glossy white paint is predominantly p-polarization for view angles away from the specular
lobe. A more rigorous treatment was recently provided by Germer [194].

8.1.6 Combining Components and Output

Generating a material polarimetric BRDF is therefore enabled by the selection of the ap-
propriate microfacet components and fit parameters which best match experimental data.
For a given material, the required data is therefore i) the functional form of p(θN ) and the
σ and B fit parameters, ii) the functional form of S and the associated fit parameters (here
only SMB was presented with τ and Ω fit parameters), iii) the functional form of Fvol and
associated fit parameters and finally iv) the material refractive index, ñt. Figure 8.5 pro-
vides a high-level overview of the Fr generation process for such applications as synthetic
image generation.

An overview of the individual components and the relevant equations are given in Table
8.1. It is reminded that additional functions may be used for these components that were
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Table 8.1: Generalized microfacet model components and applicable equations.
Component Functions (equations)
microfacet distribution, p(θN ) pG(θN ) (8.6), pC(θN )(8.7)
shadow function, S SMB(8.8)
volumetric BRDF, fvol VMB (8.15)

not explicitly discussed (e.g., Torrance-Sparrow or He shadowing functions).

A key element yet to be addressed is the manner by which spectral interpolation of the
model is made possible. For most BRDF measurement systems, there are typically only
a few spectral bands for which the model parameters may be derived, termed reference
bands. Spectral interpolation of the model between these reference bands is made possible
by a high spectral resolution ρDHR data set. This is discussed in detail in §8.4.2. However,
attention is first given to the Maxwell-Beard BRDF model and how it may be cast in the
form of the generalized microfacet model given by (8.5).

8.2 Maxwell-Beard Decomposition into the Microfacet Model

The Maxwell-Beard model specular component is given by [65, eq. 9]

fspec
r (θi, φi; θr, φr) =

RF (β)
RF (0)

fZBS(θN ) cos2 θN

cos θi cos θr

(
1 + θN

Ω e−2β/τ

1 + θN
Ω

)
, (8.16)

which was also reviewed in §2.2.3.3.2. Equation 8.16 seemingly has little resemblance with
the generalized microfacet model specular component given by (8.5). However, further
examination of the zero bistatic scan (ZBS) BRDF or fZBS(θN ) from equation 2.70 demon-
strates the model’s conformity to the microfacet representation. Recall that fZBS(θN ) is
given by

fZBS(θN ) =
RF (0)p(θN )
4 cos θi cos θr

, (8.17)

where RF (0) is the Fresnel reflectance at zero degree or normal incidence.

Substitution of (8.17) into (8.16) results in the specular component of the Maxwell-Beard
model equal to

fspec
r =

RF (β)
RF (0)

cos2 θN

cos θi cos θr

[
RF (0)p(θN )
4 cos θi cos θr

]
S . (8.18)

However, for the fZBS scan, θi = θr = θn so the product of cos θi and cos θr may be replaced
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with cos2 θN in the denominator of fZBS . Upon this substitution, (8.18) simplifies to

fspec
r =

RF (β)p(θN )
4 cos θi cos θr

S , (8.19)

or the generalized microfacet specular representation.

In this manner, it is seen that the fZBS raw data taken for the Maxwell-Beard model
provides a fit to (8.17), from which the actual microfacet distribution p(θN ) is obtained.
The fZBS(θN ) fit function recently used by the NEF is a modified Cauchy distribution given
by [193, eq. 4.1-3]

fZBS(θN ) ≈ RF (0)B
4 cos3(θN ) [σ2 + tan2(θN )]

. (8.20)

Therefore from (8.20) and (8.17) it is seen that

RF (0)p(θN )
4 cos θi cos θr

=
RF (0)B

4 cos3(θN ) [σ2 + tan2(θN )]
(8.21)

from which p(θN ) may be solved for as

pC(θN ) =
B

cos(θN ) [σ2 + tan2(θN )]
, (8.22)

or the modified Cauchy microfacet distribution function previously given by equation 8.7
in §8.1.1.2.

8.3 Empirical Measurements & Parameter Determination

The generalized microfacet model parameters are determined according to the protocol
established by Maxwell and Beard [65]. The only distinction made between the Maxwell
and Beard method and the generalized microfacet method is the consideration of different
functional forms for p(θN ), S and fvol which may be “mixed and matched” to provide the
best fit to the experimental data.

An overview of the empirical data used to derive the parameters is presented, in con-
junction with the parameter derivation process. The parameter fitting is mostly described
qualitatively. Data relevant to understanding the polarization properties of the materials
are emphasized. Much of the discussion parallels that found in [193].
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Figure 8.6: An example of the raw data used to derive the M-B BRDF model parameters. These
data are for a green paint at 632.8 nm. Shown are the ZBS scan (left), the specular scan (middle)
and the in-plane scan (right). Note that the specular scan data has the raw data (red) and the
area-normalized raw data obtained by taking the product with cos θi cos θr (blue). The in-plane
scan graph also includes the derived intensity-only BRDF, shown in black.

8.3.1 Empirical Data Overview

There are three BRDF measurements made which enable derivation of the model param-
eters. They include: i) a near-zero bistatic or ZBS angle BRDF measurement fZBS(θN )
previously discussed, ii) a specular scan BRDF measurement and iii) an in-plane BRDF
scan with θi = 60◦. Each of the these BRDF measurements is completed with different
combinations of source and receiver polarization orientations, or ss, pp, sp and ps where
the first letter indicates the source polarization orientation and the second indicates the
receiver polarization orientation. Examples of each the measurements is shown in Figure
8.6.

These measurements are made at discrete wavelengths, termed reference wavelengths.
The reference wavelengths for the NEF material measurements include 0.325, 0.6328, 1.06,
3.39 and 10.6 µm and are made with laser sources. Spectral interpolation of the results is
discussed in §8.4.2.

8.3.2 Zero-bistatic (ZBS) Angle BRDF

The zero bistatic or ZBS measurement consists of the source and detector positioned as close
together as possible (θi ≈ θr) and the BRDF measured as the source and detector are moved
together in a plane which intersects the material surface normal. All four permutations
of linear polarization states are measured in this manner: fss, fpp, fsp and fps, where
the first subscripted letter indicates the incident polarization and the second the received
polarization. Several examples of ZBS measurements are shown in [65, Appendix I].

The ZBS measurements enable determination of the microfacet density function, p(θN ).
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This is realized by considering the mechanisms of reflectance for when θi ≈ θr. Since
polarization is preserved for a zero incident angle, the like-polarization BRDF (fss and
fpp) is proportional to the microfacet distribution. However, the fpp and fss data also
contain radiance which has been volumetrically scattered; presuming the volume scattering
is completely depolarizing, then equal amounts of s and p radiance are produced from the
volume scattering. This volume contribution to the ss and pp data is easily corrected for as
the cross-polarized or fsp and fps data are direct measurements of the volumetric scattering.
Therefore, the BRDF attributed to the microfacet distribution may be estimated by only
considering the specular reflectance of the ZBS data, fspec

ZBS . In order to provide the best
estimate of fspec

ZBS which is correlated to the microfacet distribution, the average of the
like-polarization components are taken, from which the average of the cross-polarization
components are subtracted which provides

fspec
ZBS = 1

2(fss + fpp − fsp − fps) . (8.23)

Since fspec
ZBS is only attributed to microfacet reflectance with surface normals oriented toward

the source and detector, it is noted that θN ≈ θi, θr. Furthermore, this retroreflection
orientation is a condition in which there is no shadowing, so S = 1.

With fspec
ZBS in hand from (8.23), it is seen from (8.17) that the microfacet probability

distribution is given by

p(θN ) =
4 cos2(θN ) fZBS

RF (0)
. (8.24)

Various distribution functions, such as the Gaussian and modified Cauchy may then be used
which provide a best fit to p(θN ).

The ZBS data also provide another important signature—that of the volumetric scatter-
ing. The cross-polarized BRDF from fZBS are attributed to volume scattering. The fsp and
fps components of the fZBS data are those which result from the volumetric scattering—
that is, all signal due to the cross polarized source and receiver conditions are due to
radiance which is internally scattered and depolarized such that the opposite polarization
is produced. For an unpolarized volume function, the average of the two cross-polarized
components may be taken to approximate the volumetric scattering or

fvol
ZBS = 1

2(fsp + fps) . (8.25)

An example of some remarkable fits to the fvol
ZBS data is seen in Figure 8.7 where the

Maxwell-Beard volume function VMB from equation 8.15 has been used.

Finally, it is observed that usually fpp ≈ fss and fsp ≈ fps. However, often fpp may
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Figure 8.7: Two examples of remarkable fits made to the experimentally-measured fvol
ZBS data and

the Maxwell-Beard volume function VMB . At left are the measurement and model fits for green paint
at 632.8 nm and at right is the same for concrete, also at 632.8 nm. The modelled data (blue) virtually
overlie the experimental data (red). The model parameters for the green paint are ρD = 0.00316,
ρV = 0.00096 and for the concrete ρD = 0.013598, ρV = 0.014850.

exceed fss, such as noted in Figure 8.6. This provides some insight into the polarizing
nature of volume scattering, and may be used in part to provide a fit to polarized volume
scattering functions.

8.3.3 Specular scan

In Maxwell and Beard’s original work, an index of refraction was used for their paint
samples based upon past measurement programs, and was not directly derived for their
model [65, p. 10]. However, they observe that the index may be determined experimentally
by measuring the Brewster angle, θB (see equation 2.25). The specular scan provides data
used to determine an effective Brewster’s angle, from which ñ may be estimated. As seen
from §8.1.3, an accurate estimate of the refractive index is critical for accurately modelling
the polarization nature of a material.

The specular scan data is taken by fixing the illumination source, then placing the
detector at the approximate location of the specular lobe, that is, θr ≈ θi and φi = 0◦

and φr = 180◦. With the illumination source remaining fixed, the detector is scanned
approximately ±5◦ about the specular direction. This process is repeated for discrete values
of the illumination angle, typically spanning 80◦ ≤ θi ≤ 10◦ in 10◦ increments. The specular
scan data are “area normalized” by taking the product with cos θi and cos θr, as shown in
Figure 8.6.

A few basic relationships are described which may be used in determining ñ. First, it
is noted that at a normal angle of incidence, the specular reflectance magnitude from the
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Fresnel equations may be shown to be

ρF (β = 0) =
(

n̂t − 1
n̂t + 1

)2

=
(

n̂t − 1
n̂t + 1

)(
n̂t − 1
n̂t + 1

)∗
, (8.26)

assuming the incident medium is air such that n̂i ≈ 1.0− i0.0. In explicit terms of n and κ

this is

ρF (β = 0) =
(n2 + κ2 + 1)− 2n

(n2 + κ2 + 1) + 2n
. (8.27)

The angle from the specular scan data corresponding to the minimum reflectance or
βmin may be approximated as Brewster’s angle. From Brewster’s equation, the minimum
reflectance angle may therefore be given by

tan(βmin) = n̂t = n + iκ . (8.28)

Squaring (8.28) and substituting into (8.27) results in

ρF (β = 0) =
(tan2(βmin) + 1)− 2n

(tan2(βmin) + 1) + 2n
. (8.29)

This establishes conditions which n and κ must satisfy. It is noted that there is no direct
measurement of ρF (β = 0), but it may be approximated from the microfacet distribution
density function p(θN ) obtained from the fZBS data, in conjunction with the illumination
source divergence, distance to the sample, and the receiver solid angle and distance to the
sample.

Earlier versions of the NEFDS used ñ values that were very unrealistic. However, a
realistic value of ñ is not required by the model to obtain and accurate total intensity or
f00 BRDF model fit. For instance, an unrealistically high magnitude of ñ could be used,
which increases the reflectance. But this may be compensated for by a lower magnitude in
the p(θN ) function, or a reduced bias parameter B for this function.

The most recent version of the NEFDS, version 9.5, improved the parameter fitting
process such that more realistic estimates of n and κ are obtained. Indeed the fit algorithm
is undergoing continued improvements, which should result in better n and κ estimates
[195]. The accurate determination of ñ from the empirical data is a complex process. Some
of the governing equations from ellipsometry may be employed to provide a more robust
fitting technique. A good review of applicable equations may be found in [196, Chap. 29].
Additional discussions on n and κ fitting techniques are given in [98].
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8.3.4 In-plane BRDF scan

Finally, the in-plane BRDF measurement is considered. These data are taken with the
source fixed at θi = 60◦ and the receiver scanned through the plane of incidence. This is a
more “traditional” measurement, as it provides scattering as a function of θr for a fixed θi.
These data are used to verify the model performance for the p(θ) and fvol parameters and
ñ determination, and is also used to fit an appropriate shadowing function, S.

Presuming the p(θN ), fvol and ñ are correct, then the modelled BRDF should match well
with the experimental data with the exception of shadowing effects. Shadowing effects are
manifested by a decreased magnitude in the f00 BRDF compared to the modelled results.
Therefore the modelled results may be used in conjunction with different shadow functions,
and parameters derived for a shadow function which provide the best fit to the data.

From the in-plane BRDF scan, the total intensity or f00 BRDF may be determined by
taking the average of the s polarization received, and adding that to the average of the p

polarization received or
f00 = 1

2(fss + fps + fpp + fsp) . (8.30)

The in-plane BRDF measurements are usually made with only one cross-polarized compo-
nent, ps, as it is consistently found to be nearly identical to ps.

Similarly, the DOP may be determined from the raw in-plane data according to

DOP =
fss − fpp

fss + fps + fpp + fsp
. (8.31)

The DOP as expressed in (8.31) may actually be negative, and is a result of p polarization
dominating over s polarization or χ changing from 0◦ to 90◦.

8.3.5 Parameter fitting summary

A simplistic explanation of the microfacet model parameter fitting process has been de-
scribed. For the proper polarimetric implementation of a generalized microfacet model, it
is critical that the material refractive index is accurately determined. Trades between the
refractive index magnitude and the microfacet distribution bias parameter are not allowed
as is possible when optimizing the model for the f00 or intensity-only signature.

In reality, the fitting process is best accomplished via an iterative approach. For instance,
the pp specular scan data should also consider how the surface shadowing impact the raw
data. The first derivation of the S function may be used with the specular scan data to
make an improved estimate for βmin, which in turn refines the refractive index, etc. It is also
observed that shadowing effects are also present with volumetric scattering, primarily from
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the “masking” effect previously described whereby re-emerging radiance from a microfacet
is blocked from observation by a neighboring microfacet.

8.4 Model Implementation

Implementation of the generalized microfacet pBRDF model is accomplished by using the
existing BRDF parameters directly from the NEF. In this manner, it is implemented as
strictly a polarized Maxwell-Beard BRDF model. In theory, the model parameters may be
further optimized providing an improved fit for the polarization signatures.

8.4.1 Materials and Parameters

The raw BRDF measurement data was supplied by the Air Force Research Laboratory at
Wright-Patterson Air Force Base for six materials: i) a glossy white paint, ii) concrete, iii)
flat tan paint, iv) flat green paint, v) polished aluminum and vi) flat black paint. The model
parameters associated with these materials are shown in Table 8.2. These parameters, along
with the spectral hemispherical reflectance ρDHR(λ) measurements constitute all the data
necessary to drive the model. The ρDHR(λ) data are shown in Figure 8.8.

8.4.2 Spectral Interpolation

8.4.2.1 Intensity-only traditional approach

The NEF Maxwell-Beard model implements f00 spectral interpolation in a manner similar
to the Background Model as described in §7.3.1. That is, the overall shape of the BRDF is
scaled between two spectral bands for which model parameters are available from the raw
measurements. In addition, an overall magnitude adjustment is made according to the ratio
of the model-derived ρDHR (provided as a model parameter) compared to the actual ρ

′

DHR

measurement. (The prime (
′
) symbol is used to indicate the directly measured reflectance

for that wavelength). In this manner, ρ
′

DHR
is considered the “truth” data which provides

a small magnitude adjustment to the parameter-determined BRDF [195].

Mathematically, the BRDF desired at a wavelength λ is given as a linear interpolation
of the BRDFs from two adjacent reference wavelengths for which BRDF parameters have
been derived, λj and λk. Remember the NEF interpolation is only for the total intensity,
or the f00 pBRDF component. The interpolation, adapted from [193, eq. 4.3-1], is given by

f00(λ) = ρ
′

DHR
(λ)
[

f00(λj)
ρDHR(λj)

(
λk − λ

λk − λj

)
+

f00(λk)
ρDHR(λk)

(
λ− λj

λk − λj

)]
, (8.32)
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Figure 8.8: The target material ρ
DHR

(λ) measurements extend through the LWIR, with the full
range shown on top. An expansion over the VNIR region is shown at bottom. (Note that an
instrument transition point is visible for the aluminum sample at 2.0 µm).
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where ρDHR(λj) and ρDHR(λk) are the total reflectance obtained by integration of the model-
derived BRDF. Note that ρDHR(λj) and ρDHR(λk) are provided as model parameters, avoid-
ing the need to perform the integration.2 From (8.32) it is seen that when λ is equal to a
wavelength for which fit parameters are derived (e.g., λ = λj), the f00 magnitude is simply
scaled according to the measured ρ

′

DHR
value or

f00(λ = λj) =
ρ
′

DHR
(λj)

ρDHR(λj)
f00(λj) . (8.33)

However, this simple implementation is not possible with the polarized model. The spec-
ular component of the model, which is responsible for the polarization, must be scaled
independent of the overall BRDF magnitude or f00 component. Furthermore, it is not pos-
sible to directly interpolate the specular component of the BRDF in a manner analogous
with (8.32).

8.4.2.2 Specular component spectral interpolation

A logical means of scaling the specular component of the polarimetric microfacet model is
developed by considering the physical basis for the individual specular component functions.
It is suggested that both the microfacet probability density and shadowing functions (p(θN )
and S) may be scaled directly via the model parameters taken from the adjacent λj and λk

wavelengths. The parameters themselves are not scaled, as this would result in non-linear
scaling between the spectral bands, but rather the total product of p(θN ) and S are scaled.
Both p(θN ) and S are physically related to the surface microstructure, and their product will
be denoted as µ (after microstructure). The same microstructure at one wavelength may
appear different at other wavelengths, just as the required surface quality for LWIR optics
are not as stringent as those for the UV. This is one basis for the wavelength-dependent
p(θN ) and S parameters supplied with the model. Therefore, the scaling of the microfacet
distribution and shadowing function product, or µ, may be given by

µ(λ) = µ(λj)
(

λk − λ

λk − λj

)
+ µ(λk)

(
λ− λj

λk − λj

)
, (8.34)

where µ(λj) is equal to the product of the microfacet density and shadowing functions for
which parameters are given for λj or µ(λj) = p(B, σ, λj) · S(τ,Ω, λj), with the same true

2For the six materials considered here, the model-determined ρDHR for each reference wavelength is
provided. However, this is apparently not always the case, and the NEF algorithm performs a BRDF
integration at run-time to produce ρDHR [195]. For materials without this parameter, it may be pre-
computed and provided as a parameter, avoiding the need for a run-time generation.
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for µ(λk). It is noted from (8.34) that when λ is either λj or λk, that the same value of µ

is returned as that directly given by the parameters for that wavelength.

Having interpolated the microstructure related functions, the Fresnel reflectance is ex-
amined. As a reminder, the Mueller matrix Fresnel reflectance, Rf is completely determined
by the incident and reflected angles and the material refractive index. Obviously, only the
refractive index is λ dependent. As discussed in §5.3.1.3 with the water DOP experiment,
the refractive index for many materials is relatively stable throughout the VNIR region.
Therefore, the refractive index at λ is determined by a simple linear interpolation between
the reference wavelengths for which the index was determined. This is admittedly an ap-
proximation which is subject to error, but is likely the best technique given the measured
data. For large variations in ñ between the two reference wavelengths there is more un-
certainty in the validity of this approximation. The real and imaginary components of the
index are each interpolated independently, or

n(λ) = n(λj)
[

λk − λ

λk − λj

]
+ n(λk)

[
λ− λj

λk − λj

]
, (8.35)

and similarly

κ(λ) = κ(λj)
[

λk − λ

λk − λj

]
+ κ(λk)

[
λ− λj

λk − λj

]
. (8.36)

With RF and µ, the specular component of the model, or Fr is determined for arbitrary
λ according to

Fspec
r =

µ(λ) RF (λ)
4 cos(θi) cos(θr)

. (8.37)

Summarizing, µ(λ) is the interpolated microstructure scaling factor, or the product of p(θN )
and S given by (8.34), and RF (λ) is the Fresnel reflectance Mueller matrix determined with
the interpolated n and κ refractive index values per (8.35) and (8.36).

8.4.2.3 Volumetric component spectral interpolation

It’s now time to return to the spectral interpolation of the total intensity or f00 component.
The technique given by equation 8.32 is still considered the most viable approach, but
now the specular f00 contribution must be taken into account. From equation 8.5 it was
seen that the total f00 component is a sum of the specular, Fresnel reflectance and the
volumetric contribution. Therefore, it is only the volumetric component which needs to be
interpolated between the two measured spectral bands. However, the only truth data for
this interpolation is the measured ρ

′

DHR
which includes both the specular and volumetric
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contributions or
ρ
′

DHR
= ρspec

DHR
+ ρvol

DHR
. (8.38)

It is therefore necessary to isolate the ρvol
DHR

component for each λ to properly implement
the spectral interpolation. This must be done for the reference spectral bands λj and λk

used for the interpolation, and also the measurement-provided ρ
′

DHR
which scales the overall

result. From (8.38) it is seen that the total volumetric reflectance, ρvol
DHR

may be determined
by simply subtracting the specular DHR contribution from the measurement-based DHR.
This gives what will be termed a “measurement-based” ρvol

′

DHR
quantity, which is also denoted

with a (
′
) symbol or

ρvol
′

DHR
= ρ

′

DHR
− ρspec

DHR
. (8.39)

We are now faced with how to determine ρspec
DHR

. Two options are apparent, the first of
which is direct integration of the model-based fspec

00 component. However, this is compu-
tationally expensive, and for highly specular materials would require an adaptive sampling
approach to converge on an accurate solution. The alternate and preferred technique is to
estimate ρspec

DHR
based upon the total model -based ρDHR which is provided as a model pa-

rameter at the reference wavelengths λj and λk. From this estimate, ρspec
DHR

(λ) for arbitrary
λ may be determined. Recall that for small changes in the refractive index that Fresnel
reflectance is very “gray” or color neutral, so the spectral-dependent magnitude change in
ρspec

DHR
is minimal.

So the specular reflectance for a reference wavelength j, ρspec
DHR

(λj), for which BRDF
parameters are supplied is given by

ρspec
DHR

(λj) = ρDHR(λj)− ρvol
DHR

(λj) . (8.40)

For clarification, recall that ρDHR(λj) is the model-based reflectance which is supplied as
one of the model parameters. ρvol

DHR
(λj) is determined by integration of the fvol BRDF

component, with an incident angle of 20◦. This angle is used since it is the same incident
angle for which the model-based DHR is solved; furthermore, this is the same angle at which
ρvol

′

DHR
is directly measured.

For fvol, ρvol
DHR

is given by

ρvol
DHR

=
∫
Ωr

fvol cos(θr) dΩr , (8.41)
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which for the Maxwell-Beard volume function (equation 8.15) is

ρvol
DHR

=
∫
Ωr

ρD cos(θr) dΩr +
∫
Ωr

(
2ρV

cos(θi) + cos(θr)

)
cos(θr) dΩr . (8.42)

The first integral readily evaluates to π · ρD. The second integral, evaluated with θi = 20◦

is expressed as and solved for by

2 · ρV

∫
Ωr

(
cos(θr)

cos(20◦) + cos(θr)

)
dΩr ≈ 2 · ρV · 2.0042 ≈ 4 · ρV . (8.43)

Therefore, the total volumetric reflectance, ρvol
DHR

is approximated by

ρvol
DHR

≈ π · ρD + 4 · ρV . (8.44)

So a convenient closed-form solution, in terms of the model-supplied ρD and ρV components
is available. Now ρvol

DHR
from (8.44) is available for use in (8.40) which in turn provides the

model-based ρspec
DHR

specular reflectance for the adjacent λ bands or ρspec
DHR

(λj) and ρspec
DHR

(λk).
Given these two bounding values, the specular DHR for arbitrary λ is given by simple
interpolation as

ρspec
DHR

(λ) =
[
ρspec

DHR
(λk)− ρspec

DHR
(λj)

λk − λj

]
λ + b , (8.45)

where as before the intercept value b is determined by substitution of λ with λj or λk for
which ρspec

DHR
is known. Having ρspec

DHR
(λ) then enables substitution into (8.39) to solve for

ρvol
′

DHR
. Equation 8.39 is therefore given explicitly as

ρvol
′

DHR
= ρ

′

DHR
−
[
ρspec

DHR
(λk)− ρspec

DHR
(λj)

λk − λj

]
λ + b (8.46)

Now ρvol
′

DHR
from (8.46) may be used in place of ρ

′

DHR
from (8.32) to spectrally-interpolate

fvol, or equivalently fvol
00 . This is given by

fvol
00 (λ) = ρvol

′

DHR
(λ)
[

fvol
00 (λj)

ρvol
DHR

(λj)

(
λk − λ

λk − λj

)
+

fvol
00 (λk)

ρvol
DHR

(λk)

(
λ− λj

λk − λj

)]
, (8.47)

where fvol
00 for the Maxwell-Beard case is determined by the ρD and ρV model parameters

(eqs. 8.15 and 8.44).
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8.4.2.4 Assembling the spectrally-interpolated components

With independently spectrally-interpolated specular and volumetric BRDF components,
the total BRDF or Fr may now be given by

Fr(λ) = Fr(λ)spec + Fr(λ)vol , (8.48)

where Fr(λ)spec is from (8.37) and Fr(λ)vol is from (8.47). It is reminded that all Fr(λ)vol

matrix elements are zero, with the exception of the fvol
00 element.

Finally, it is noted that the method of interpolation supports different component func-
tional forms for the different wavelengths. That is, p(θN ) and S do not have to be of the
same form for each wavelength. The same is generally true of the fvol function, but a
different means of determining ρvol

DHR
than that described above would need developing.

8.4.3 Comparison to Empirical Data

Now for the moment of truth—how well is the polarization signature predicted by the
model? The model was implemented with the NEFDS 9.5 material parameters, which used
the modified Cauchy microfacet distribution function. The model data are examined in
the plane of incidence, with an incident angle of 60◦. This orientation enables a direct
comparison to the laboratory results, per equation 8.31. Figure 8.9 compares the model
results to the empirical data at 0.632 µm. The model results throughout the scattering
hemisphere are also provided in Figure 8.10

The agreement of the model results with the empirical data vary significantly from
material to material. The black paint data agree remarkably well, and the green paint also
demonstrates a reasonable approximation. The other results are not as promising however.
Volumetric scattering contributions to polarization are evident in the data.

In particular, the lab data for the glossy white paint reveals that p polarization dominates
for most orientations. As earlier discussed, these effects were investigated by Ellis [101].
Front-surface microfacet reflectance from the white paint is confined to a small specular
lobe, where the model provides a reasonable DOP prediction; away from this orientation
volumetric scattering dominates. Since the surface is very smooth, transmitted and refracted
radiance back through the surface has a significant p polarization component.

8.4.4 Shortcomings

It is clear from the laboratory measurements that volumetric polarization contributions
are significant for some materials. A robust polarimetric BRDF model should incorporate
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a polarized volume function. The raw lab data used to determine the microfacet func-
tions and parameters contain significant data which may be used to incorporate volumetric
polarization.

Perhaps a more significant challenge, and one not as easily overcome is an accurate
refractive index determination over the spectral bands of interest. A reasonable estimate
of ñ is obtained at the reference wavelengths, however the linear extrapolation of ñ be-
tween the reference bands requires a bit of faith. Many materials have a relatively stable
refractive index over the VNIR region; however, absorption bands result in significant high
frequency variability in κ which may not be captured by the model. One means of bridging
the reference wavelength gaps is to derive the model parameters via hyperspectral BRDF
measurements. Rather than using discrete λ measurements, a broad-band source and spec-
trometer may be used, such as discussed in [98].

8.5 Polarimetric Imaging Measurements of the Target Materials

A unique opportunity afforded itself late in this research effort. The materials from which
the raw BRDF measurement data were taken were shipped to RIT. These samples included
i) flat green paint, ii) flat black paint, iii) flat tan paint, iv) glossy white paint, v) polished
aluminum and vi) concrete. The polarimetric imaging system described in §5.2, which was
devised for the purpose of background material pBRDF measurements was used to measure
the NEF material sample pBRDF. However, an additional spectral filter at 650± 6 nm was
acquired, enabling measurements at 550, 650 and 750 nm.

8.5.1 Experiment Overview

The same approach and technique as that used for the background material measurements
was employed for these samples. The experiment was conducted outdoors, whereby the
sun provided a uniform and randomly polarized radiance source. As with the background
material measurements, “shadow” or D images were made which provided removal of the
downwelled sky radiance.

The samples were arranged such that all were measured in a single image frame. The
camera distance was such that the x-axis 15◦ FOV had a GFOV of approximately 13.5
in, providing a minimum of 10,000 pixels on each material sample. This proved to be
an efficient means to measure the samples, but provided a challenging dynamic range to
obtain an adequate exposure for the range of signatures. For this reason two sets of different
exposures were sometimes made for a given scattering angle. The samples were placed on
the ground atop a blanket-covered cookie sheet, which provided a rigid surface that was
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Figure 8.11: An overview of the experimental setup is shown at left, with a closeup of the sample
placement at right. The sample placement is white paint (top left), concrete (top middle), polished
aluminum (top right), tan paint (bottom left), black paint (bottom middle) and green paint (bottom
right).

levelled. All samples were laid flat, with the exception of the concrete sample. The planar
side of the concrete sample was faced upward, with material placed under the side such that
the planar surface was approximately level. An overview of the measurement area and the
sample placement is shown in Figure 8.11.

Only three hemispherical scattering locations were measured. Unlike the background
material measurements, the objective was not to acquire many hemispherical samples to
drive a pBRDF model. Instead, the goal is to acquire a few signatures which may be
compared to existing measurements and the target model results. Two of the scattering
orientations were approximately in the plane of incidence with θi = 34◦, θr = 0◦ and
φ = 180◦ and θi = 29◦, θr = 51◦ and φ = 180◦. The other data set was acquired out of the
plane of incidence, but still in a forward scattering orientation at θi = 24◦, θr = 43◦ and
φ = 135◦.

8.5.2 Experimental Results

The results are presented according to the illumination and viewing orientations. A table
and figure is provided for each of the three orientations measured. The tabular data include
the f00, DOP and χ averages as well as the standard deviation of those results. The figures
provide the corresponding images of the same data. The DOP and χ data were derived
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after low-pass filtering the raw images with a 5 × 5 convolution kernel, thus decreasing
any errors attributable to residual spatial misregistration. The 5 × 5 convolution kernel
corresponds to an effective ground sample distance (GSD) of approximately 0.044 inches.
Note that the native resolution of the f00 images are presented for clarity.

Analysis of the data were completed using the “Region of Interest” tool in the popular
software package ENVI. A minimum of 10,000 pixels were always used for each material,
from which the statistics, to include a histogram, are generated and written out to a text
file.

Some data is absent for instances where the sensor was saturated. Saturation was usually
limited to the white and tan paint samples. When multiple exposure durations were used
at the same orientation, the results from the longest exposure were used when possible,
thereby improving the signal to noise.

The measurement technique is ill suited for highly specular materials, such as the pol-
ished aluminum sample. Any changes in the sky at the specular reflection location have
dramatic impacts in the measurement result. In one instance, the panel used for occluding
the sun was “visible” on the aluminum disc, rendering the results useless. (For semi-diffuse
materials, these are never issues as no prominent signature is present from a confined direc-
tion). Although the glossy white paint is relatively specular, the large fraction of volumetric
scattering present when away from the specular lobe results in an effective measurement of
this material.

8.5.2.1 Measurement made with θi ≈ 29◦, θr = 51◦ and φ = 180◦

For this measurement orientation, the phase angle ξ is 80◦. The tabular results are shown
in Table 8.3, with f00, DOP and χ images given as Figure 8.12. No good data are available
at 550 nm for the white and tan paints, as the camera was saturated for these materials.

As anticipated, the black paint sample has the highest DOP for all bands, since it has
the lowest reflectance and the least volumetric scatter. The next highest DOP is present
in the green paint, again consistent with that anticipated from the spectral reflectance
magnitude. Most materials exhibit s polarization, such that χ ≈ 0◦. However, the white
paint and aluminum demonstrate p polarization, as previously seen in §8.4.3.

The polarization angle information demonstrates the effect of the time difference between
successive images. The data were taken in the following chronological order: 750, 550 then
650 nm. With highly polarizing materials (e.g., the black and green paint), a decreasing χ

value is seen following this same order, which results from solar movement. This effect is
also observed with the other data sets, thought the order of the acquisition may vary.
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Table 8.3: Measurement results for the target materials for GSD = 0.044 in. For this geometry,
θr = 51◦ and φ = 180◦. The images corresponding to these data are shown in Figure 8.12. The
solar position was approximately the same for all measurements, but due to a small time difference
there is meaningful change per spectral band. Therefore the incident solar angles are specified per
band as θi(550) = 28.5◦, θi(650) = 30.0◦ and θi(750) = 27.7◦. Samples which were saturated in the
measurement are indicated by “—”.

Sample λ [nm] f00 ± σ [sr−1] DOP ± σ χ± σ [◦]
550 0.0491 0.0009 0.3934 0.0147 -6.392 0.849

Green Paint 650 0.0381 0.0009 0.5355 0.0201 -8.084 0.910
750 0.0527 0.0011 0.3966 0.0172 -5.737 1.026
550 0.0292 0.0019 0.6666 0.0173 -5.862 0.646

Black Paint 650 0.0285 0.0020 0.6748 0.0202 -7.679 0.735
750 0.0370 0.0030 0.5315 0.0211 -4.934 0.824
550 — — — — — —

Tan Paint 650 0.1343 0.0018 0.0634 0.0086 -9.908 3.931
750 0.1908 0.0023 0.0464 0.0080 -0.779 5.075
550 — — — — — —

White Paint 650 0.2423 0.0027 0.0846 0.0081 63.192 60.520
750 0.2498 0.0034 0.0863 0.0072 82.121 24.402
550 0.0498 0.0106 0.1512 0.0375 -5.429 4.221

Concrete 650 0.0535 0.0123 0.1376 0.0440 -5.738 6.031
750 0.0625 0.0135 0.1317 0.0337 -4.945 6.247
550 0.0378 0.0083 0.0957 0.0404 34.177 72.097

Aluminum 650 0.0335 0.0087 0.1264 0.0575 40.876 66.533
750 0.0302 0.0065 0.1275 0.0430 31.913 74.756
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Table 8.4: Measurement results for the target materials for GSD = 0.044 in. For this geometry,
θr = 0◦ and φ = 180◦. The images corresponding to these data are shown in Figure 8.13. The
solar position was approximately the same for all measurements, but due to a small time difference
there is meaningful change per spectral band. Therefore the incident solar angles are specified per
band as θi(550) = 33.9◦, θi(650) = 32.9◦ and θi(750) = 34.5◦. Samples which were saturated in the
measurement are indicated by “—”.

Sample λ [nm] f00 ± σ [sr−1] DOP ± σ χ± σ [◦]
550 0.0314 0.0006 0.0410 0.0128 -13.819 9.317

Green Paint 650 0.0216 0.0006 0.0544 0.0177 -8.507 9.323
750 0.0373 0.0008 0.0444 0.0126 -13.419 7.295
550 0.0125 0.0009 0.0899 0.0157 -3.056 5.026

Black Paint 650 0.0128 0.0009 0.0841 0.0181 0.375 5.162
750 0.0198 0.0016 0.0644 0.0126 -3.646 4.723
550 0.1050 0.0016 0.0141 0.0075 11.794 48.119

Tan Paint 650 — — —
750 — — —
550 — — —

White Paint 650 — — —
750 — — —
550 0.0468 0.0102 0.0338 0.0153 2.413 17.875

Concrete 650 0.0510 0.0098 0.0329 0.0140 6.135 22.023
750 0.0588 0.0119 0.0337 0.0174 -1.203 28.605
550 0.0292 0.0068 0.0572 0.0252 -34.443 59.859

Aluminum 650 0.0261 0.0066 0.0536 0.0258 -30.699 61.300
750 0.0266 0.0060 0.0543 0.0280 -32.698 66.070

8.5.2.2 Measurement made with θi ≈ 34◦, θr = 0◦ and φ = 180◦

This orientation is the second in the plane of incidence, but now the phase angle is only ξ

is 34◦, with the camera in a nadir orientation. The tabular results are shown in Table 8.4,
with f00, DOP and χ images given as Figure 8.13. Saturation is present in all bands for
the white paint, and all but the 550 nm band for the tan paint.

As anticipated, the DOP for all materials has decreased compared to the previous data
set, which had a much larger phase angle. Note that the entire sample set is rotated signif-
icantly from the other in-plane data shown in Figure 8.12. This is a result of solar azimuth
movement during this time. In the first data set, the solar position was approximately 224◦

east of north, while in this data set it is 239◦.
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Table 8.5: Measurement results for the target materials for GSD = 0.044 in. For this geometry,
θr = 43◦ and φ = 135◦. The images corresponding to these data are shown in Figure 8.14. The
solar position was approximately the same for all measurements, but due to a small time difference
there is meaningful change per spectral band. Therefore the incident solar angles are specified per
band as θi(550) = 24.7◦, θi(650) = 24.4◦ and θi(750) = 23.7◦. Samples which were saturated in the
measurement are indicated by “—”.

Sample λ [nm] f00 ± σ [sr−1] DOP ± σ χ± σ [◦]
550 0.0395 0.0007 0.1624 0.0130 12.717 2.893

Green Paint 650 0.0289 0.0007 0.2185 0.0158 13.170 2.658
750 0.0442 0.0009 0.1552 0.0121 14.006 2.687
550 0.0217 0.0017 0.3186 0.0186 14.633 2.312

Black Paint 650 0.0221 0.0016 0.2904 0.0155 15.015 2.206
750 0.0284 0.0024 0.2286 0.0132 16.029 2.346
550 0.1141 0.0014 0.0361 0.0113 21.390 11.262

Tan Paint 650 — — — — — —
750 0.1970 0.0023 0.0272 0.0093 32.445 13.587
550 — — — — — —

White Paint 650 — — — — — —
750 0.2619 0.0041 0.0399 0.0088 -17.180 82.972
550 0.0562 0.0116 0.0862 0.0232 14.500 4.728

Concrete 650 0.0589 0.0056 0.0626 0.0330 14.358 22.478
750 0.0705 0.0130 0.0709 0.0264 13.668 10.145
550 — — — — — —

Aluminum 650 0.0335 0.0051 0.0968 0.0253 58.956 10.963
750 0.0329 0.0047 0.0959 0.0209 56.368 8.654

8.5.2.3 Measurement made with θi ≈ 24.5◦, θr = 43◦ and φ = 135◦

Finally, the results for the measurement made out of the plane of incidence is presented.
For this measurement orientation, the phase angle ξ is 62◦. The tabular results are shown in
Table 8.5, with f00, DOP and χ images given as Figure 8.14. Camera saturation occurred
for the white paint at 550 and 650 nm, and the tan paint at 650 nm.
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Table 8.6: A comparison is made between the measured DOP from the imaging experiments to that
predicted by the generalized microfacet model. Samples which were saturated in the measurement
are indicated by “—”.

θi, θr, φ = θi, θr, φ = θi, θr, φ =
Sample λ [nm] 29◦, 51◦, 180◦ 34◦, 0◦, 180◦ 24.5◦, 43◦, 135◦

Meas Mod Meas Mod Meas Mod
550 0.3934 0.2348 0.0410 0.0258 0.1624 0.1079

Green Paint 650 0.5355 0.4237 0.0544 0.0560 0.2185 0.2206
750 0.3966 0.2554 0.0444 0.0284 0.1552 0.1194
550 0.6666 0.7275 0.0899 0.1350 0.3186 0.4635

Black Paint 650 0.6748 0.6936 0.0841 0.1238 0.2904 0.4299
750 0.5315 0.7217 0.0644 0.1281 0.2286 0.4519
550 — 0.0261 0.0141 0.0028 0.0361 0.0122

Tan Paint 650 0.0634 0.0197 — 0.0021 0.0022 0.0091
750 0.0464 0.0160 — 0.0017 0.0272 0.0075
550 — 0.0221 — 0.0009 0.0116 0.0044

White Paint 650 0.0846 0.0288 — 0.0012 0.0072 0.0056
750 0.0863 0.0315 — 0.0013 0.0399 0.0062
550 0.1512 0.1017 0.0338 0.0123 0.0862 0.0503

Concrete 650 0.1376 0.1166 0.0329 0.0143 0.0626 0.0583
750 0.1317 0.1261 0.0337 0.0153 0.0709 0.0628
550 0.0957 0.0561 0.0572 0.0012 — 0.0089

Aluminum 650 0.1264 0.0766 0.0536 0.0058 0.0968 0.0240
750 0.1275 0.0393 0.0543 0.0028 0.0959 0.0118

8.5.3 Results Comparison

The pBRDF measurement results from the imaging experiment are now compared to the
pBRDF model. The DOP from the model is determined using the same illumination and
reflectance geometries as the three scenarios from the experiment. The results are presented
in Table 8.6. Overall the results are disappointing. One would hope that the black paint
results, for instance, would have relatively good agreement with the imaging experiment
given the excellent performance previously seen at 632 nm for θi = 60◦ (Figure 8.9). However,
even this material has significant disparity in the results.

The model results were produced at the central wavelength of the spectral filters used
in the measurements. If the actual sensor response were used, the results may marginally
improve. However, it is clear that the disparity is not primarily attributed to this approxi-
mation.

The rank order correlation of the data presented in Table 8.6 is shown in Table 8.7. The
model provides a good prediction of the relative DOP magnitude among the materials.
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Table 8.7: A rank order correlation of the data presented in Table 8.6 demonstrates good model per-
formance for the relative DOP magnitude among the materials. Measurements saturating detector
have been eliminated from the analysis.

θi, θr, φ = θi, θr, φ = θi, θr, φ =
Sample λ [nm] 29◦, 51◦, 180◦ 34◦, 0◦, 180◦ 24.5◦, 43◦, 135◦

Meas Mod Meas Mod Meas Mod
550 3 3 3 4 4 4

Green Paint 650 5 5 3 3 5 5
750 5 5 2 3 5 5
550 4 4 5 5 5 5

Black Paint 650 6 6 4 4 6 6
750 6 6 4 4 6 6
550 — — 1 2 2 2

Tan Paint 650 1 1 — — 1 2
750 1 1 — — 1 2
550 — — — — 1 1

White Paint 650 2 2 — — 2 1
750 2 2 — — 2 1
550 2 2 2 3 3 3

Concrete 650 4 4 1 2 3 4
750 4 4 1 2 3 4
550 1 1 4 1 — —

Aluminum 650 3 3 2 1 4 3
750 3 3 3 1 4 3
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8.6 Target Model Summary and Recommendations

A generalized microfacet model has been derived, with results shown for the Maxwell-Beard
implementation of the model using material parameters from the NEFDS. Using the NEF
material parameters, the model provided reasonable performance for some materials.

It is clear that volumetric polarization contributions can be significant. The raw mea-
surements prescribed by Maxwell-Beard contain information which may be used to approx-
imate a polarized volumetric contribution. The spectral extrapolation of the results is also
tenuous; primarily due to the approximations which must be made to the refractive index
between the reference wavelengths. Hyperspectral BRDF measurements are one potential
solution, whereby parameters may be derived directly for each wavelength.

Still of interest is derivation of the model parameters in a manner similar to that cur-
rently being done, but using DOP data as a criteria for the goodness of fit. Some sacrifices
to the model output for the f00 BRDF component may likely be a good compromise in order
to achieve more accurate polarimetric signatures. Along a similar vein, the use of differ-
ent microfacet probability distribution functions, in conjunction with alternate shadowing
representations may also improve the model using the existing raw data and measurement
protocol.

Finally, it is acknowledged that often one would like the polarimetric signature of a
material for which there have been no laboratory measurements. As seen from the basic
phenomenology of material reflectance, some estimation of the polarimetric signature is
possible based on rudimentary material properties. This approximation may be based upon
i) whether the material is a dielectric or conductor, ii) a qualitative estimate of surface
roughness and iii) a ρDHR measurement or estimate.

If a material is a dielectric, then the possibilities of volumetric (and hence depolarizing)
scattering are greater since the imaginary portion of the index of refraction is near zero,
κ ≈ 0. Virtually no volumetric scattering will be present from a conductor. In addition,
a conductor will have a lower DOP due to κ > 0 (with all things being equal) as seen in
Figure 2.1.

From an estimate of surface roughness, a microfacet distribution function may be ap-
proximated. A notional shadowing function representative of other materials in the same
materials class may be used.

A spectral ρDHR measurement or approximation is crucial. From this measurement, it
should be possible to derive an approximation of the total reflectance due to that from the
front surface facets. In dielectric materials, the majority of the spectral variability in the
ρDHR is that due to the volumetric scattering (recall Umov’s effect and the color neutrality of
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Fresnel reflectance). The more reflectance attributed to first surface reflections, the higher
the DOP.

The new Generalized Microfacet pBRDF model provides a flexible framework which is
highly adaptable to many different materials. The ability to modularize varying microfacet
distribution functions, shadowing functions and volumetric contributions enables a broad
range of behaviors to fit material scattering properties. The decomposition of the Maxwell-
Beard BRDF model into the microfacet representation enables a polarized version of this
popular model. In particular, it enables the direct application of the NEFDS material
parameters derived for the intensity-only or f00 BRDF component model, thus enabling
polarization signature approximations to all the NEFDS materials.





Chapter 9

DIRSIG Implementation

As discussed in §4.4, synthetic imagery is an efficient and cost-effective means for guid-
ing the development of algorithms and assessing their performance. Toward this end the
Background and Target pBRDF models discussed in Chapters 7 and 8 were implemented
in DIRSIG. (See §4.4 for a description of DIRSIG). In this chapter, the implementation
and validation of the pBRDF models in DIRSIG is presented. Results from an independent
stand-alone algorithm are compared to the DIRSIG results.

The DIRSIG implementation was completed by the Modelling Simulation Team of the
Digital Imaging and Remote Sensing Group at RIT. This process practically occurred in
three phases: i) communicating the model, ii) independent verification of results and iii)
DIRSIG implementation.

Communication of the polarimetric models was accomplished by writing stand-alone
documents describing the details of the Background and Target pBRDF models. These
documents, in conjunction with meetings with the Modelling and Simulation Team conveyed
the model concept and details. Independent verification was completed by matching the
pBRDF model results from the original IDL code with stand-alone code from the Modelling
and Simulation Team. A variety of illumination and scattering orientations were provided
which exercised different model conditions. Finally, after successful independent verification
of results, the code was implemented in DIRSIG.

9.1 DIRSIG Settings

Running DIRSIG with the atmosphere set to SIMPLE enables derivation of the BRDF from
the DIRSIG-produced radiance data to within a close approximation. The SIMPLE atmo-
sphere sets the solar irradiance to 0.2 W

cm2·µm , with a constant (and near zero) atmospheric
attenuation for all spectral bands. Furthermore, the downwelled sky radiance is set to

237
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1 × 10−3 W
cm2·sr·µm , resulting in an effective downwelled sky irradiance of approximately

3 × 10−3 W
cm2·µm , or only 1.5% of the solar irradiance. Neglecting this contribution, the f00

BRDF component may be determined from a DIRSIG radiance image by noting that

L0 ≈ f00 cos θi Es , (9.1)

where L0 is the first Stokes component of the surface-leaving radiance and Es is the solar
irradiance. f00 is therefore approximated by

f00 ≈
L0

cos θi Es
. (9.2)

The SIMPLE atmosphere setting in DIRSIG also adds a spectrally-uniform upwelled radiance
quantity of 0.2

[
W

cm2srµm

]
which is simply subtracted off L0 before calculating f00 in (9.2).

DIRSIG image generation was also completed using a realistic atmosphere, generated
by the polarized version of MODTRAN, version 4 (MOD4P) [197]. The objective for these
data with atmospheric effects was to enable a comparison to experimental data, where a
net depolarization of the surface leaving radiance was consistently observed when the effect
of the downwelled sky was included. It is noted for the Background Model that MOD4P
is not required—the unpolarized MODTRAN is adequate as the polarization of incident
radiance is not considered with the Background Model. That is, only the first column of
the pBRDF Mueller matrix is present in the Background Model, with all other elements
being zero.

Results obtained with realistic atmospheres were not consistent with the experimental
data, and in some cases (particularly toward the blue), a higher DOP was observed when an
atmosphere was present. Further investigation of this anomaly highlighted the manner in
which DIRSIG 4.0 was configured for these renderings. The DIRSIG “generic rad solver”,
which is invoked by the pBRDF models was not configured to perform the sky hemisphere
sampling which produces the downwelled radiance. Rather, it only provided a single solid
angle sample of the sky in the direction corresponding to the specular reflectance. The
net result is that no meaningful DIRSIG output was generated for realistic atmospheric
conditions. Reconfiguration of the DIRSIG generic radiation solver is anticipated, which
will enable atmospheric effects of the model to be explored and compared to experimental
data.
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9.2 Background pBRDF Model

Use of the model in DIRSIG required an additional consideration—properly relating the
GSD from the model to an equivalent DIRSIG GSD. The measurements and model define
the GSD as a linear, x-axis or horizontal dimension from the center of the imaging frame.
The tangential increase in GSD for higher θr angles is not captured by this representation.
For DIRSIG, this equivalent GSD is derived by projecting the solid angle of a sensor element,
then calculating the diameter of that solid angle projection at the range of the surface. Using
this technique, high look angle (i.e., high θr) orientations have correspondingly larger GSD
values associated with them.

9.2.1 Background pBRDF Model Verification

A set of verification data from the IDL version of the Background pBRDF model was
provided to the Modelling and Simulation Team. The data, shown in Table 9.1, provided
a variety of illumination conditions for the lawn grass measurements. The lawn grass
Background pBRDF model parameters were given in Figure 7.17. To within floating point
accuracy of the algorithms, the results shown in Table 9.1 were successfully replicated.
Having obtained this agreement, the model was implemented in DIRSIG.

9.2.2 DIRSIG Background Model Configuration & Data Analysis

DIRSIG was configured to emulate the imaging conditions of the experiments. A simple
“plate” of the appropriate background material was constructed and imaged at appropriate
geometries. A framing array sensor was constructed, having the same focal length (50 mm)
and dimensions as the SenSys camera CCD, but with significantly fewer elements. Rather
than a 1536×1024 array, a 128×96 array was used with the photosites having a dimension
of 108 µm. The 128×96 array provides a sufficient number of pixels to analyze the resulting
statistics. The standoff distance to the plate was then varied to provide the appropriate
GSD. For example, a 0.5 in GSD is achieved with a distance of 5.879 m.

The spectral range of the data was usually limited to 0.350 µm ≤ λ ≤ 1.25 µm with
a spectral resolution of 0.025 µm. Spectral convolution of the data was not performed to
provide a better match to the imaging system’s 550 ± 6 nm and 750 ± 12 nm filter widths;
however, there are no significant spectral features within the bandwidth of the filters so
direct examination of the data at the 550 and 750 nm wavelength is adequate. DIRSIG
currently does not support a sensor spectral response profile when producing Stokes output,
so if a realistic sensor response is needed, it must be convolved in post-processing.
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With this sensor configuration, a hypercube having dimensions of 128 × 96 × 148 was
produced with four spatial images for each spectral band corresponding to the S0, S1, S2 and
S3 Stokes vectors. Note that no circular polarization is produced by the model, resulting
in S3 = 0.0 for all spectral bands. The DIRSIG output was analyzed by an IDL program
which parsed the Stokes image hypercube, from which DOP and χ calculations were made
on a spectral basis.

9.2.3 DIRSIG Background Model Results

Following is output produced by DIRSIG, which is compared with the experimental data
and also the independent background model output. Note that some minor differences
are present in the DIRSIG data. Achieving the exact orientation geometry is challenging;
however, these differences are smaller than the FOV of the imaging system.

The results for grass are first presented. A “plate” of grass was used along with the
spectral reflectance measurements given in §7.4. The pBRDF model parameters for lawn
grass as shown in Figure 7.17 were used. Figure 9.1 illustrates DIRSIG output for lawn
grass at 550 nm for a geometry of approximately θi = 29.3◦, θr = 49◦ and φ = 180◦,
closely corresponding to one of the experiment orientations. The decreased variability for
increasing GSD is readily apparent. Note that since a different GSD is achieved via the
standoff distance of the sensor, that the same number of pixels are present in the images,
but with coverage of a commensurately larger ground region.

Figure 9.2 provides an examination of the f00 and DOP statistics from 0.350 µm to 1.25
µm for the same orientation as the 550 nm shown in Figure 9.1. The reduced variability is
apparent with increasing GSD in all spectral bands.

The DIRSIG results from the background model are compared to the IDL model in
Figure 9.3. The experimental results are also presented.

9.3 Target pBRDF Model

Implementation of the Target Model proceeded with the same steps as those taken with the
Background Model. A thorough verification of the IDL code output was completed against
the output produced by the Modelling and Simulation Team, followed by implementation
of the code into DIRSIG.
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Figure 9.1: DIRSIG results for grass at 550 nm with a geometry approximately θi = 29.3◦, θr = 49◦

and φ = 180◦. At left is f00 and right DOP . The GSD size increases from top to bottom: GSD = 0.5
in (top), GSD = 6.0 in (middle) and GSD = 18 in (bottom). Note that the average DOP
noticeably increases toward the top of the frame, which is a result of the increasing phase angle ξ.
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Figure 9.2: DIRSIG spectral results for grass with a geometry approximately θi = 29.3◦, θr = 49◦

and φ = 180◦ (see also corresponding 550 nm imagery from Figure 9.1). At left is the mean f00

(black, line) and ±σ results for GSD = 0.5 in and GSD = 6.0 in (red triangles and blue circles,
respectively).

9.3.1 Target pBRDF Model Verification

A variety of geometries and material types were provided to the Modelling and Simulation
Team. The initial verification was performed for a data set prior to implementing the
spectral interpolation technique. After verifying these results against the independent IDL
code, a set of spectral interpolation cases were tested, successfully replicated and coded into
DIRSIG.

A sample of the verification output is shown below, where variable names are closely
correlated to those presented in §8.4. These IDL results were matched to the Modelling and
Simulation Team results to within floating point accuracy.

////////// SPECTRAL INTERPOLATION VERIFICATION DATA \\\\\\\\\\\

Material: cement

Lambda (microns): 0.750000

linearly interpolated rho_lambda from rho LUT at lambda of interest

0.203700

Geometry, th_i, th_r, phi

24.000000 43.000000 135.000000

F_r_lambda

0.056813 0.001408 0.003212

0.002761 -0.001734 0.008264

0.002163 0.007897 0.002417
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************** DIAGNOSTIC OUTPUT **************

Auxiliary angles: beta, theta_n, eta_i, eta_r (deg)

30.918620 16.528177 -33.161810 -19.040004

-------------- SPECULAR COMPONENT -------

Interpolated refractive index

1.480080 -0.297674

interpolated microstructure, mu

0.437875

Fresnel Reflectance Mueller Matrix

0.053283 0.008595 0.019603

0.016848 -0.010582 0.050436

0.013201 0.048197 0.014750

-------------- VOLUME COMPONENT --------

rho_vol_j

0.161942

rho_vol_k

0.195942

rho_spec_j

0.049358

rho_spec_k

0.046658

Interpolated rho_spec_lambda

0.048613

rho_vol_prime

0.155087

f_vol_j

0.050257

f_vol_k

0.060592

******** POLARIZATION INFO (not part of model) ******

Stokes incident

1.000000 0.000000 0.000000

Stokes Out Magnitude

0.056813

Normalized Stokes out

1.000000 0.048590 0.038072

DOP

0.061729

chi (deg)

19.040004

Tue Aug 16 19:37:33 2005
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9.3.2 DIRSIG Target Model Configuration & Data Analysis

The scene used for the Target model output is from the target material imaging experiment,
described in §8.5. However, the six materials were placed on grass, which was in turn
modelled using the Background model. Therefore concurrent Target and Background Model
output is generated using the scene.

The DIRSIG sensor was designed to the same FOV and focal length as the SenSys
camera used to acquire the data, but using a lower spatial resolution to help keep the file
sizes manageable with high spectral resolution output. The overall focal plane dimensions
were kept the same (thus preserving the FOV), while the focal plane detector sizes were
increased. The resulting system had a 50 mm focal length, with a 308× 205 array having 45
µm detectors.

An IDL program was written to analyze the DIRSIG output in a manner similar to the
program used for the Background model output.

9.3.3 DIRSIG Target Model Results

DIRSIG was used to emulate the target material experiment for the θi ≈ 29◦, θr = 51◦ and
φ = 180◦ illumination and viewing conditions. Those results were presented in §8.5.2.1.
The DIRSIG DOP output, compared to the field experiment DOP data is shown in Figure
9.4. As anticipated from Table 8.6, the results do not have good agreement with the field
data. However, the discrepancy between the DIRSIG and field experiment results is greater
than that between the IDL model and field results. Further investigation into the source
of this anomaly is required to understand the problem. The sky sampling method, as
currently implemented by DIRSIG’s generic radiation solver may be in part the source of
the discrepancy.

9.4 DIRSIG Summary

DIRSIG is a high fidelity physics-based synthetic imaging generation program with proven
radiometric accuracy in simulating overhead sensing when used in conjunction with MOD-
TRAN. It should be considered a leading candidate for continued application of pBRDF
models toward the objective of developing and exercising polarization-based target detection
and identification algorithms. The Background model has been successfully implemented in
DIRSIG with results corroborated with external models and experimental data. A prelim-
inary Generalized Microfacet Target model has also been implemented in DIRSIG, though
the execution in DIRSIG requires further evaluation and validation.
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Figure 9.4: The field experiment DOP results (left) compared to DIRSIG results (right) at 550 nm.
The DIRSIG output uses both the Target and Background pBRDF models, by placing the materials
on grass instead of the cloth-covered sheet used in the field experiment. The DIRSIG output is for a
similar illumination and viewing orientation as that of the field experiment: θi ≈ 29◦, θr = 51◦ and
φ = 180◦. The orientation difference between the images is from a different azimuthal positioning
of the materials in the DIRSIG reference frame—the θi, θr and φ values are in fact similar.





Chapter 10

The Next Step

Now that the tools are in hand for estimating a priori polarized radiance from background
and target materials, the question remains as to how to apply this knowledge. This chapter
concludes the research by exploring a few additional areas, and making recommendations for
future work. Three areas are briefly addressed: i) examination of polarimetric error sources
throughout the imaging chain, ii) potential approaches toward spectral-polarimetric target
detection algorithms, and iii) sources of polarimetric imagery which may be made available
for future research.

10.1 Polarimetric Error Propagation

The importance of quantifying and bounding polarimetric errors in the image chain cannot
be overestimated. If one discovers the uncertainty in the upwelled atmospheric polarized
radiance contribution (~Lu) to be an order of magnitude higher than the polarimetric BRDF
model used on a material, it would be ill-advised to expend resources on further refinement
of the pBRDF model. Once the errors have been quantified, a means of minimizing and
managing the errors is warranted. For instance, supporting data on atmospheric properties
under which polarimetric imagery was acquired may provide substantial information toward
atmospheric error reduction. Some of the uncertainties which may be investigated are shown
in Table 10.1.

10.2 Polarimetric Image Investigation

In order to develop and test multispectral polarimetric algorithms, data must be made
available. DIRSIG may adequately serve as the basis for many studies, but actual spectral
polarimetric data is needed to thoroughly exercise algorithms. Next candidate sources of

249
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Table 10.1: Polarization error sources.
Source Potential Means of Investigation
~Ld, downwelled radiance Coulson tables, MODTRAN4P, scattering phase functions, cloud

cover impacts
~Lu, upwelled radiance Coulson tables, MODTRAN4P, phase functions, POLDER images
Sensor/payload quantify typical uncertainties for state-of-the-art imaging polarime-

ters
pBRDF geometric (surface normal) uncertainties, pBRDF model departure

from actual, pBRVF for target materials

Table 10.2: Polarimetric imagery sources.
Source Attributes Description

Quick Look Sensor panchromatic, linear polarization aircraft based, low altitude
AFRL/VS multi-spectral, full polarization tower collection efforts—scene con-

tent and spectral bands TBD
POLDER 3 spectral bands, linear polarization GSD of 7 km

Space Shuttle film-based pan & Ektachrome, lin-
ear polarization

calibration issues

polarimetric data are discussed, along with the preliminary analysis of some data which
was obtained. The availability of this data is considered with respect to future research at
RIT. A summary of the image data available is shown in Table 10.2.

10.2.1 Quick Look Sensor

In August 2002, General Dynamics of Ann Arbor, Michigan, led a collection of panchromatic
linear polarization images in Alaska for the Bureau of Land Management (BLM). The Quick
Look Sensor (QLS) instrument collected data using four bore-sighted DALSA 1M15 cameras
having a 12-bit 1024×1024 silicon focal plane array mated with an f5.6, 100 mm focal length
optics. This configuration provides an IFOV of 0.14 mrad producing a full angle FOV of
143.4 mrad or 8.2◦. The linear polarization axes for the cameras are oriented at 0◦, 45◦, 90◦

and 135◦. The raw imagery was processed and reportedly registered to within 1
20 of a pixel

[198], from which S0, S1 and S2 imagery is derived. These images have been provided in a
940× 940 single precision floating point format.

QLS is calibrated before each flight by imaging into an integrating sphere, enabling
camera-to-camera response normalization. For noise correction, a dark current image is
subtracted from each image and read-out noise corrections are made in the subsequent
processing. With the BLM data collect, stray light is an issue for some camera look angles.
The stray light is from internal reflective components near the focal plane (later corrected),
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Figure 10.1: Stokes and derived DOLP images from the QLS BLM data—an oil drill pad area
(03-010). As expected, a high DOLP signature from the water is evident. Note the artifacts in the
bottom right of the frame from the camera flare.

Figure 10.2: Stokes and derived DOLP images from the QLS BLM data–mouth of a river (08-073).
A contrast reversal of the turbid versus relatively clear water is seen between the S0 and linear
polarization elements. Also of interest is the high S1 signal from the reflection of the sea ice.

and is manifested by flare around the image periphery [199].

Four image sites were provided in the data set. A typical data set provides > 50 images
acquired by the aircraft in a circular orbit about the target area. There is minimal meta-data
supporting this collect, but the time, aircraft altitude, and aircraft latitude and longitude
are provided. The target area latitude and longitude may be estimated from these data, and
the solar position is easily obtained given the location and time. Image examples are shown
in Figures 10.1 and 10.2, which have been linearly stretched to the full dynamic range.

Some predictions and observations of the QLS data are made. For example, much of the
signal from water surfaces is specular reflection of the sky, which is also polarized. Given
the derived solar and sensor orientation information some rudimentary predictions may be
made and compared with that observed in the data. Figures 10.2 and 10.1 images were
encoded into hue, saturation and value (HSV) color space representing the polarization
angle (χ), DOLP, and S0, respectively, according to the method proposed by Bernard [200].

Derivation of χ brings up another source of error in the images—the changing pitch of
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Figure 10.3: QLS image of Figure 10.1 encoded into hue, saturation and value (left). The image
at right has the value set to 1.0 so that only the polarization information is visible. To increase
visibility, the DOLP (saturation) has a 3× multiplier.

the aircraft. The derived Stokes images are in the camera reference frame, which may result
in the S1 axis not correlated to the local earth horizon for images generally taken 90◦ relative
to the flight direction. This error has been estimated as ±5◦ [199], and is synonymous with
the reference frame error previously discussed in §5.3.1.1.

An algorithm was written to encode the images into HSV space, with the results shown
as Figures 10.3 and 10.4. Some interesting effects are visible in the HSV-encoded images.
In the oil pad area image (Figure 10.3), the water surfaces have a high DOLP as anticipated,
which is predominantly oriented in the χ ≈ 0◦ or equivalently the 180◦. However, notice
the water area above and to the left of the oil drill—the reflection of the tree into the
water is brought out as a change in the χ orientation, as opposed to the dominant sky-
reflection area. It may also be concluded that the χ ≈ 160◦ signal from around the base
of the oil drill area is not water, but one would have likely made this conclusion looking at
only S0 imagery. The vegetation is largely randomly polarized, at least at this GSD. (The
polarization present in the bottom right is attributed to the flare issue).

The water and ice scene of Figure 10.4 also has its share of interesting features. Perhaps
the first observation is that of the predominant χ orientation. A χ histogram shows the
distribution to be bimodal with means centered at χ1 ≈ 85◦ and χ2 ≈ 130◦. This is perhaps
counter-intuitive, for if an unpolarized background were being reflected, one would expect
χ ≈ 0◦. Closer scrutiny provides some insight. The reflection of the sea ice in the water has
a high DOLP, and is by definition at χ = 0◦, since the radiance leaving the sea ice is highly
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Figure 10.4: QLS image of Figure 10.2 encoded into hue, saturation and value (left). The image
at right has the value set to 1.0 so that only the polarization information is visible. To increase
visibility, the DOLP (saturation) has a 3× multiplier.

randomly polarized. However, the observed χ-orientation is approximately 170◦ or −10◦.
A logical conclusion is that the camera optical axis is rotated 10◦ from the true horizon,
which may be from the pitch of the aircraft.

Other effects to note are the lower DOP in the turbid water to the right. This is
expected since a larger fraction of the signal is from diffuse scattering under the water
surface. Also, the multiple, diffuse scattering of the sea ice is seen to be highly randomly
polarized, as expected. As for the bimodal χ distribution, some valid hypotheses may be
errors resulting from the camera flare (in particular the χ ≈ 160◦ regions near the corners.
Other explanations could be the downwelled radiance of cumulus clouds being reflected, as
opposed to the partially polarized diffuse sky radiance.

Phenomenology such as this may be explored in more detail with some quantitative
analysis of the QLS data. In particular, for scenes with a broad expanse of water, the effects
of the partial polarized sky radiance may be investigated. Doing so requires convolving the
DALSA 1M15 CCD quantum efficiency (Figure 10.5) with the diffuse sky radiance.

10.2.2 AFRL Spectral-polarimetric Images

A series of spectral-polarimetric image collections have also been completed at AFRL/VS
in Albuquerque, New Mexico. An example of an AFRL spectral polarimeter is seen in [202]
which generates full Stokes images over 600 to 850 nm through sequential filtering. AFRL
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Figure 10.5: Quantum efficiency of the QLS Si-based CCD [201].

has been agreeable to the occasional use of their data by RIT.

10.2.3 POLDER

Data from the POLDER missions may also be obtained for this research. A description
of POLDER with derived products was previously presented in §3.2.2.2. POLDER “Level-
1” products are free of charge by signing and returning a user’s agreement [203]. The
Level-1 product includes radiometrically corrected images and for each pixel the viewing
geometry, normalized radiance and Stokes vectors [204, 48]. While the POLDER GSD may
not be adequate for detailed polarization analysis of surface properties, the data may prove
beneficial for quantifying the polarized upwelled atmospheric radiance, ~Lu, or at a minimum
inter-comparison with Coulson-table or MODTRAN-derived ~Lu values.

10.2.4 Space Shuttle Missions

As discussed in §3.2.2.1, a series of mid-1980’s Space Shuttle missions produced the first
polarized images of the earth. However, most of the 1000+ images have not been digitized.
Inquiries to NASA-Johnson on digitizing select images were met with an enthusiastic re-
sponse. At my request, the Hawaiian island image previously analyzed by Egan [126] was
digitized into an 8-bit RGB image at 4100× 4100, corresponding to a ≈ 59 mm−1 sampling
density, well into the grain for the 70 mm film.1 Selection of the previously analyzed Hawai-
ian island image facilitates a comparison to Egan’s results and helps validate this means of
acquiring additional digitized imagery from NASA-Johnson.

1Mission STS51I: roll 50, frame 46 & roll 51, frame 141
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Figure 10.6: Space Shuttle polarization images of the Hawaiian islands with Imin (left), Imax

(middle) and the intensity or S0 image (right) [205].

Figure 10.7: Hawaiian island DOLP for the R (left) G (middle) and B (right) image planes.

At the 4100×4100 format, the noise in the image was significant, and visually dominated
by “salt-and-pepper” noise. A median filter was implemented to remove some of these
artifacts, followed by a nearest-neighbor down sampling to 2000× 2000. These images were
then spatially registered with ENVI and a 2nd order polynomial fit. A common region
between the two frames was then selected, followed by another down sampling to 500× 500
thus further improving the registration accuracy. Figure 10.6 presents the registered images,
as well as the total intensity S0 image calculated by S0 = Imax+Imin

2 .

Using the registered images, the DOP estimation was made according to equation 3.2
for each of the RGB image planes. The results are shown as images in Figure 10.7. A DOLP
histogram of the Figure 10.7 images provides another means of band-to-band comparison
(Figure 10.8).
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Figure 10.8: Hawaiian island image RGB DOLP distribution.

The results do not compare well with Egan’s, which are best seen in [3, Ch. 20]. There
is some agreement, such as the high positive DOLP present over the island in the G and
B channels, but in general the comparison is poor. Several factors may be responsible.
For one, Egan used spectral filters when digitizing the film for the original work. The
digitization provided for my images was completed using the native RGB response of the
scanner coupled with the color film. Examining the RGB histograms of the digitized images
also reveals dynamic range limitations with the scanning. In addition, the scanner exposure
level was not fixed between the two images, resulting in a suspected mean-level brightness
shift between the images.

In spite of these limitations, the shuttle images demonstrate meaningful polarization
phenomenology. Further use of these images for this research effort should be accompanied
by discussions with NASA-Johnson into an improved digitization process.

10.3 Target Detection Algorithms

Some observations and recommendations are made toward the development of spectral-
polarimetric target detection algorithms. It should be realized that such algorithms require
additional meta data that may not typically accompany similar spectral-only data. As a
minimum, the incident solar angle θi and view angle θr, φ of the scene must be known. This
is a prerequisite for predicting the pBRDF.

One simple means of incorporating polarization phenomenology into quantitative al-
gorithms is to include information on the inverse correlation of the f00 to DOP . Some
interesting observations were made from an image of a parking lot taken with the polari-
metric imaging system previously described. An RGB image of the parking lot is shown in
Figure 10.9, which may be compared to the 550 nm Stokes and DOP in Figure 10.10.
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Figure 10.9: This RGB image of the parking lot may be used as a reference for examining the Stokes
and DOP imagery in Figure 10.10.

The “usual” polarization phenomenology is evident in the data. The glass surfaces
have a relatively high DOP as well as many of the vehicles. The vehicles with a high
DOP are those which have a low reflectance at 550 nm. White vehicles have a relatively
lower DOP, while the darker vehicles, to include red have a higher DOP. For the glass and
vehicle surfaces, the polarization is attributed to specular reflectance from the sky in the
background.

Examination of the joint probability function of f00 with respect to DOP brings out
some interesting groupings as the GSD size is changed. The f00 and DOP were shown to
be highly independent for a given material type, as demonstrated for the development of
the background model (cf. Figure 7.5). However, for the parking lot scene the results are
dramatically different, as shown in Figure 10.11.

Distinct groupings are evident from the joint probability distribution of S0 and DOP

as seen in Figure 10.11. Further analysis of the data was not made, but it is hypothesized
that the relatively dark but high DOP grouping corresponds to vehicle and glass surfaces.
Further analysis would likely reveal interesting results. Note that the convolution kernel
used to produce the GSD data was of constant size over the entire image and approximated
from the center of the image. This results in a significant error of the actual GSD in the
foreground and background; a scene dependent convolution kernel size would likely result
in a tighter grouping of the distributions seen in Figure 10.11.
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Figure 10.11: The joint probability distribution of f00 and DOP from the parking lot scene demon-
strates significant correlation between the total brightness or S0 (x-axis) component and the DOP
(y-axis). From top to bottom are GSD ≈ 3.6, 12.3 and 35.5 in. The evolution of the distribution as
the GSD size is changed is particularly interesting. Note that the GSD sizes are specified as those
relevant to the center of the image frame.





Appendix A

Extended Results

This appendix provides additional measurement results which were not practically included
in the text. It also contains the Roujean-modelled BRDF results for the top soil, lawn grass
and asphalt measurements. Finally, the DVD-ROM archival protocol and format for the
experimental data is described.

A.1 Variability Results

Tables A.1–A.2 provide the measured variability of f00, DOP and χ as a function of GSD.
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Table A.4: Measured vs. Roujean-modelled BRDF for topsoil at 550 nm where [k0, k1, k2] =
[12.2638, 5.1683, 33.2803]. The model RMSE for this data set is 0.00293 sr−1. The best Lam-
bertian estimate is 0.03065 sr−1. Note that the RMSE minimization of the Lambertian estimate
was driven by the two large values resulting from the “hot-spot” location.

Measured Modelled Model Lambertian
θi [◦] θr [◦] φ [◦] [sr−1] [sr−1] Error [%] Error [%]
27.4 0 0 0.02873 0.03236 12.63 6.68
48.0 0 0 0.02400 0.02532 5.51 27.71
29.5 30 40 0.04273 0.03651 -14.56 -28.27
45.5 30 80 0.02715 0.02710 -0.20 12.89
53.6 30 135 0.01797 0.01605 -10.71 70.56
23.3 30 180 0.02042 0.02301 12.70 50.10
30.8 45 0 0.04125 0.04202 1.86 -25.70
24.3 45 180 0.01675 0.01806 7.80 82.99
33.4 63.3 180 0.01500 0.01125 -25.03 104.33
51.2 68.3 180 0.01276 0.01510 18.31 140.20

A.2 Total Intensity Roujean-Modelled Results

The Roujean-modelled BRDF of the topsoil, asphalt and lawn grass are presented and
compared to the measurements. In addition, the best Lambertian fit to the data is provided
along with the resultant errors. Output from the Roujean model provides the f00 BRDF
component throughout the scattering hemisphere for θi = 0◦, 30◦ and 60◦. The topsoil model
to measurements comparison is shown in Tables A.4 and A.5, with Figure A.1 providing
the hemispherical results. The same data for asphalt is provided in Tables A.6 and A.7 and
Figure A.2. Finally the lawn grass data and model results are shown in Tables A.8 and A.9
and Figure A.3.



266 Chapter A. Extended Results

Table A.5: Measured vs. Roujean-modelled BRDF for topsoil at 750 nm where [k0, k1, k2] =
[21.6496, 4.7773, 37.1243]. The model RMSE for this data set is 0.00460 sr−1. The best Lam-
bertian estimate is 0.05298 sr−1. As with the 550 nm topsoil data, the RMSE minimization of the
Lambertian estimate was driven by the two large values resulting from the “hot-spot” location.

Measured Modelled Model Lambertian
θi [◦] θr [◦] φ [◦] [sr−1] [sr−1] Error [%] Error [%]
27.4 0 0 0.04957 0.05561 12.18 6.88
48.0 0 0 0.04305 0.04485 4.17 23.07
29.5 30 40 0.07045 0.06167 -12.46 -24.80
45.5 30 80 0.04886 0.04742 -2.95 8.43
53.6 30 135 0.03550 0.03069 -13.56 49.24
23.3 30 180 0.03682 0.04153 12.80 43.89
30.8 45 0 0.06891 0.06978 1.26 -23.12
24.3 45 180 0.03121 0.03393 8.71 69.75
33.4 63.3 180 0.02784 0.02305 -17.22 90.30
51.2 68.3 180 0.02419 0.02788 15.25 119.02

Figure A.1: The Roujean-modelled BRDF of topsoil at 550 nm (top) and 750 nm (bottom) for
θi = 0◦ (left), 30◦ (middle) and 60◦ (right). Identical scales are used for both wavelengths, with
a maximum of 0.20 sr−1. Roujean parameters: ~k(550) = [12.2638, 5.1683, 33.2803] and ~k(750) =
[21.6496, 4.7773, 37.1243]. (θr has been limited to ≤ 80◦).
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Table A.6: Measured vs. Roujean-modelled BRDF for asphalt at 550 nm where [k0, k1, k2] =
[14.2580, 0.0075, 40.2632]. The model RMSE for this data set is 0.00085 sr−1. The best Lambertian
estimate is 0.04414 sr−1.

Measured Modelled Model Lambertian
θi [◦] θr [◦] φ [◦] [sr−1] [sr−1] Error [%] Error [%]
35.4 0 0 0.04188 0.04329 3.37 5.40
35.9 30 40 0.05073 0.05048 -0.49 -12.99
37.0 30 90 0.04449 0.04351 -2.21 -0.79
37.8 30 135 0.03947 0.03915 -0.82 11.83
38.4 30 180 0.03859 0.03787 -1.85 14.38
39.3 45 180 0.03869 0.03955 2.21 14.09

Table A.7: Measured vs. Roujean-modelled BRDF for asphalt at 750 nm where [k0, k1, k2] =
[16.1704,−1.1050, 51.4716]. The model RMSE for this data set is 0.00049 sr−1. The best Lam-
bertian estimate is 0.05142 sr−1.

Measured Modelled Model Lambertian
θi [◦] θr [◦] φ [◦] [sr−1] [sr−1] Error [%] Error [%]
34.3 0 0 0.05044 0.05043 -0.03 1.94
32.5 30 40 0.05863 0.05861 -0.03 -12.30
32.9 30 90 0.05126 0.05111 -0.29 0.31
33.2 30 135 0.04537 0.04622 1.88 13.33
33.8 30 180 0.04536 0.04469 -1.48 13.36

Figure A.2: The Roujean-modelled BRDF of asphalt at 550 nm (top) and 750 nm (bottom) for
θi = 0◦ (left), 30◦ (middle) and 60◦ (right). Identical scales are used for both wavelengths, with
a maximum of 0.15 sr−1. Roujean parameters: ~k(550) = [14.2580, 0.0075, 40.2632] and ~k(750) =
[16.1704,−1.1050, 51.4716]. (θr has been limited to ≤ 80◦).
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Table A.8: Measured vs. Roujean-modelled BRDF for grass at 550 nm where [k0, k1, k2] =
[6.8702, 0.3881, 29.0824]. The model RMSE for this data set is 0.001022 sr−1. The best Lambertian
estimate is 0.01956 sr−1.

Measured Modelled Model Lambertian
θi [◦] θr [◦] φ [◦] [sr−1] [sr−1] Error [%] Error [%]
45.2 0 0 0.01874 0.01927 2.84 4.38
36.7 30 45 0.02384 0.02464 3.37 -17.95
34.5 30 90 0.01903 0.01971 3.56 2.79
27.7 30 180 0.01661 0.01586 -4.5 17.76
32.5 45 0 0.03153 0.02957 -6.23 -37.96
38.2 45 50 0.02516 0.02659 5.67 -22.26
29.3 45 180 0.01630 0.01558 -4.42 20.00
43.0 61 180 0.02212 0.02211 -0.02 -11.57

Table A.9: Measured vs. Roujean-modelled BRDF for grass at 750 nm where [k0, k1, k2] =
[40.9686,−1.6822, 93.1120]. The model RMSE for this data set is 0.00330 sr−1. The best Lam-
bertian estimate is 0.00436 sr−1.

Measured Modelled Model Lambertian
θi [◦] θr [◦] φ [◦] [sr−1] [sr−1] Error [%] Error [%]
31.2 0 0 0.12306 0.12831 4.27 6.05
45.2 0 0 0.13291 0.12806 -3.65 -1.81
36.7 30 45 0.13998 0.14326 2.35 -6.77
34.5 30 90 0.12604 0.12931 2.59 3.54
27.7 30 180 0.11903 0.11771 -1.11 9.64
32.5 45 0 0.16125 0.15801 -2.01 -19.07
38.2 45 50 0.15190 0.15052 -0.91 -14.09
29.3 45 180 0.12235 0.11952 -2.31 6.66
43.0 61 180 0.14561 0.14741 1.24 -10.38
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Figure A.3: The Roujean-modelled BRDF of lawn grass at 550 nm (top) and 750 nm (bottom) for θi =
0◦ (left), 30◦ (middle) and 60◦ (right). Different scales are used, with a maximum of 0.08 sr−1 at 550
nm and a maximum of 0.30 sr−1 at 750 nm. Roujean parameters: ~k(550) = [6.8702, 0.3881, 29.0824]
and ~k(750) = [40.9686,−1.6822, 93.1120]. (θr has been limited to ≤ 80◦).
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A.3 Data Archive Protocol

All data from the measurements have been archived onto DVD-ROMs. The organization
and file naming convention is described.

The subdirectories from the main directory are for each material measured. The direc-
tory name contains the year, month, date and material measured, i.e., “YYYYMMDD material”.
Within the material directory are the following files:

• An excel spreadsheet summarizing the measurements

• Photographs of the measurement setup and measured area

• A “metadata” txt file

• An animated gif file of the cloudcover over New York state during the measurement
period.

The metadata text file contains a host of varying information. It includes information such
as weather conditions, location of the measurements, unique camera positioning information
for select angles. Also included is a list of the sample angle positions, along with the time
the images were taken as well as the corresponding θi sun position. Following this list are
the times for which the calibration panel images were taken, along with the corresponding
θi sun position.

Figure serves as a good reference for the discussion of the directory contents. Under the
main material directory are four different types of subdirectories, corresponding to i) each
hemispherical measurement position, “XX,YYY” where XX is θr and YYY is φ, ii) Roujean-
modelled f00 results for each wavelength, “BRDF ZZZ” where ZZZ is λ, iii) calibration data,
in “Calibrate” and iv) dark images in “DarkImg”.

The hemispherical measurement position directories, XX,YYY, contain the raw C and D

images, the preprocessed C and D images and directories for the results. The raw image file
name contains the following, in this given order: the material name, whether the image is
the C image (“sun”) or a D image (“sha”), the spectral wavelength, the polarization filter
orientation an finally the exposure time in ms.

The preprocessed data has a similar naming structure; after the material name, “REG”
appears indicated the images are spatially registered, which is followed by “BRDF” or “SKY”
indicating whether the images are the C− D (BRDF) or D (sky) images.
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Figure A.4: The organization of the archived data is illustrated. The contents of the folder for the
scattering angle of θr = 30◦ and φ = 80◦ are shown in the file list.
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