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ABSTRACT 

This research develops and improves the fundamental mathematical approaches and 

techniques required to relate imagery and imagery derived multimodal products in 3D.  Image 

registration, in a 2D sense, will always be limited by the 3D effects of viewing geometry on the 

target.  Therefore, effects such as occlusion, parallax, shadowing, and terrain/building elevation 

can often be mitigated with even a modest amounts of 3D target modeling.  Additionally, the 

imaged scene may appear radically different based on the sensed modality of interest; this is 

evident from the differences in visible, infrared, polarimetric, and radar imagery of the same 

site. 

This thesis develops ŀ ΨƳƻŘŜƭ-ŎŜƴǘǊƛŎΩ ŀǇǇǊƻŀŎƘ ǘƻ ǊŜƭŀǘƛƴƎ ƳǳƭǘƛƳƻŘŀƭ ƛƳŀƎŜǊȅ ƛƴ ŀ о5 

environment.  By correctly modeling a site of interest, both geometrically and physically, it is 

possible to remove/mitigate some of the most difficult challenges associated with multimodal 

image registration.  In order to accomplish this feat, the mathematical framework necessary to 

relate imagery to geometric models is thoroughly examined.  Since geometric models may need 
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ǘƻ ōŜ ƎŜƴŜǊŀǘŜŘ ǘƻ ŀǇǇƭȅ ǘƘƛǎ ΨƳƻŘŜƭ-ŎŜƴǘǊƛŎΩ ŀǇǇǊƻŀŎƘΣ this research develops methods to 

derive 3D models from imagery and LIDAR data.  Of critical note, is the implementation of 

complimentary techniques for relating multimodal imagery that utilize the geometric model in 

concert with physics based modeling to simulate scene appearance under diverse imaging 

scenarios.  Finally, the often neglected final phase of mapping localized image registration 

results back to the world coordinate system model for final data archival are addressed. 

In short, once a target site is properly modeled, both geometrically and physically, it is possible 

to orient the 3D model to the same viewing perspective as a captured image to enable proper 

registration. If done accurately, ǘƘŜ ǎȅƴǘƘŜǘƛŎ ƳƻŘŜƭΩǎ ǇƘȅǎƛŎŀƭ ŀǇǇŜŀǊŀƴŎŜ Ŏŀƴ ǎƛƳǳƭŀǘŜ ǘƘŜ 

imaged modality of interest while simultaneously removing the 3-D ambiguity between the 

model and the captured image.   Once registered, the captured image can then be archived as a 

texture map on the geometric site model.  In this way, the 3D information that was lost when 

the image was acquired can be regained and properly related with other datasets for data 

fusion and analysis. 
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Figure 3-7  The basic process for relating images to a model when the camera pose is unknown.  
The main difference here is that the initial camera pose must be solved for using 
correspondences or user manipulation of the model pose.  At this point the process 
then mimics the one described earlier in Section 3.1. ............................................. 3-10 

Figure 3-8  Algorithm 7.1 ς The Gold Standard Algorithm for estimating P from world to image 
point correspondences in the case that the world points are very accurately known. 3-
11 

Figure 3-9  This simple graphic displays how a linear estimate of a nonlinear function can 
provide a rough estimate of the local/global minimum location, within some margin 
of error. ..................................................................................................................... 3-15 

Figure 3-10  On the left is the working image with the same 12 locations selected as on the 
model; these locations are twice the number required for resectioning with a model 
(6 GCPs). .................................................................................................................... 3-17 

Figure 3-11  On the left, the DLT provides a good starting point for LMA to optimize a solution.
 ................................................................................................................................... 3-18 

Figure 3-12  The figure above show a 2D SWIR image (A) and an image projection of a 3D model 
that was textured/attributed using the same LIDAR SWIR intensity returns that were 
utilized to create the facetized 3D model. ................................................................ 3-19 

Figure 3-13  The results of automated registration (using SIFT & RANSAC), between the 2D SWIR 
image and the 3D LIDAR model are apparent. ......................................................... 3-20 

Figure 4-1  This graphic depicts the six basic steps required for relating multiple images to 
recover sparse structure via the Bundle Adjustment process.  Once invariant features 
are extracted and matched, a linear estimate of the 3D point set is fed into a Bundle 
Adjustment process to simultaneously optimize the model points and camera 
parameters. ................................................................................................................. 4-2 

Figure 4-2  The epipolar relationships of the cameras, image points, and model points. .......... 4-4 

Figure 4-о  IŀǊǘƭŜȅ ϧ ½ƛǎǎŜǊƳŀƴΩǎ т-Point Fundamental Matrix using RANSAC. ........................ 4-5 

Figure 4-4  Process for tiling images larger than 2kx2k for SIFT feature extraction and matching.
 ..................................................................................................................................... 4-7 

Figure 4-5  Displays the utility of RANSAC plane fitting to SPC terrain data for outlier removal.. 4-
8 

Figure 4-6  Rectification of the matches must be performed for accurate 3D estimation of the 
SPC. .............................................................................................................................. 4-9 

Figure 4-7  The 3D estimate of structure is dependent on the baseline between the images, so 
corrections are required that change the image pixel locations to be aligned with the 
flight line path.  This amounts to a coordinate system conversion of the matched 
locations to one that is defined by the axes connecting both camera location at the 
time of acquisition. ................................................................................................... 4-10 
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Figure 4-8  The overlapping images above (red & yellow) are registered and have matches that 
are common to all (cyan).  These common locations can then be utilized for 3D 
registration or as seeds for the DPC extraction process (Section 4.3.3). ................. 4-11 

Figure 4-9  Once the image bundle is optimized using SBA, it is possible to relate the images, 
cameras and 3D point cloud into a 3D mathematical framework to determine the 
region of overlap for DPC interrogation and additional processing. ........................ 4-12 

Figure 4-10  The basic process for developing Dense Point Clouds using Epipolar relationships 
between images. ....................................................................................................... 4-13 

Figure 4-11  Example showing the angular diversity required to recover 3D Terrain from 
Airborne Imagery. ..................................................................................................... 4-15 

Figure 4-12  Thousands of invariant keypoints generated and matched using the SIFT algorithm.
 ................................................................................................................................... 4-17 

Figure 4-13  Depiction of the Fundamental Matrix constraint between images which is used for 
outlier removal. ......................................................................................................... 4-18 

Figure 4-14  Graphic showing two collection stations of an airborne sensor utilized to recover 
3D Structure. ............................................................................................................. 4-20 

Figure 4-15  Corrections are required to compensate for aircraft pitch, yaw, and roll and flight 
line orientation as discussed earlier in Section 4.2.1.3.  These are done by projecting 
the matches onto a virtual focal plane and then transforming them to a coordinate 
system aligning the x-axis to the flight line connecting the two image centers. ..... 4-21 

Figure 4-16  The interim ŜǎǘƛƳŀǘŜǎ ƻŦ ǘƘŜ ŦƻǳǊ ƛƴŘƛǾƛŘǳŀƭ {t/Ωǎ Ŏŀƴ ōŜ ǎŜŜƴ ŎƻƳǇŀǊŜŘ ǘƻ ǘƘŜ 
camera locations. ...................................................................................................... 4-23 

Figure 4-17  Example results of the Sparse Bundle Adjustment process on the Sparse Point 
Cloud.  Here the absolute global coordinates (A) can be compared to the facetized 
surface (B), visualized in Google Earth (C), or re-projected back into any of the images 
contained within the bundle (D). .............................................................................. 4-26 

Figure 4-18  The image derived SPC mesh fidelity can be directly compared to both hi-fidelity ~1 
[m] LIDAR terrain and a lo-fidelity ~30 [m] Digital Elevation Map. .......................... 4-27 

Figure 4-19  Left: Image with single point chosen.  Middle/Right: Corresponding epipolar lines in 
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Figure 4-20  Left: Initial estimate of the structure of the dense point cloud from three images. 
Right: Result after SBA, world coordinate mapping and projective image texturing. .. 4-
30 

Figure 4-21  Resulting 3D structure recovered from three overlapping images using Dense Point 
Correspondences (The model provided by Pictometry is embedded within Google 
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Figure 4-22  Matching between a nadir and oblique images using ASIFT and then RANSAC with 
the Fundamental Matrix as the fitting model (Images courtesy Pictometry Int. 
(Pictometry 2010)). ................................................................................................... 4-32 

Figure 4-23  Growing 3D depth maps based on the initial SPC results and epipolar relationships.  
In the upper left inset, the 3D SPC is projected back onto the base image.  For these 
locations the depth information is already known (upper right) and can be used to 
constrain the matching locations in the other images (lower left) to follow a general 
surface function. ....................................................................................................... 4-33 

Figure 4-24  The structure and composition of a Bundle Adjustment Jacobian matrix. ........... 4-35 

Figure 4-25  The structure and composition of the normal equations (~Hessian matrix). ....... 4-35 

Figure 4-26  A sparse matrix obtained when solving a modestly sized bundle adjustment 
problem. This sparsity pattern is of a 992x992 normal equation (i.e. approx. Hessian) 
matrix, where black regions are nonzero blocks. (Lourakis and Argyros 2009) ....... 4-36 

Figure 5-1  The basic process for relating 3D models and structure using a 3d Conformal 
transform.  As in the previous sections, the key here is to relate similar features 
within the two datasets in order develop a mathematical relationship.  The only 
added complexity is in the additional dimensionality and possible feature disparity of 
the datasets. ................................................................................................................ 5-2 

Figure 5-2  The Midland Site SPC (top) resulting from BA of tens of thousands of 3D points 
compared to the millions of 3D points embedded within a LIDAR DPC (Bottom). .... 5-3 

Figure 5-3  Relating the SPC pts to DPC points via an iterative nearest neighbor approach. ..... 5-5 

Figure 5-4  The image derived SPC mesh above is compared to a LIDAR derived DPC mesh below 
for comparison in Meshlab.  The absolute coordinates of the image derived results 
are only as accurate as the projected location of the base image, so a final 
translation, acquired from the matched locations (right), may be necessary. .......... 5-7 

Figure 5-5  The results of the linear 3D Translation and Meshlab (Pisa 2010) implemented ICP 
nonlinear refinement can be visualized above.  Note the general agreement between 
LIDAR and SPC surfaces as they fight for visibility across the scene. ......................... 5-8 

Figure 5-6 This illustrations shows the initial LIDAR DPC with grayscale intensity attributed 
points on the left.  This can be utilized to produce a clean facetized model utilizing 
ǘƘŜ ŀǳǘƘƻǊΩǎ a!¢[!. ŎƻŘŜ ŀǎ ǎƘƻǿƴ ƛƴ ǘƘŜ ƎǊŀǇƘƛŎ ƻƴ ǘƘŜ ǊƛƎƘǘΦ ............................. 5-9 

Figure 5-7  This graphic portrays a manual feature correspondence generation that can be used 
to relate a Faceted Model to a LIDAR DPC that has been facetized.  Once 
accomplished, the initial relationship is improved through nonlinear ICP analysis. 5-10 

Figure 5-8  The graphic above shows how the Conformally transformed site model can then be 
placed on the same LIDAR dataset that was now used to create a bare-earth terrain 
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Figure 5-9  The Bundle Adjusted VanLare Site SPC (top), was projected back into the base image 
(Middle) and can then be compared directly with the FM where the base image is 
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Figure 5-10  The Control Points used to related the GE and AANEE models (top) and the 
resulting transformation of the local points into Global UTM coordinates when 
compared to their matching Google Earth locations (bottom). ............................... 5-16 
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Figure 6-2  Multimodal imagery registered to GE textured terrain using user assisted GCP 
selection and overlaid upon the initial sensor derived (IMU/GPS) global coordinate 
predictions.  The inverted contrast of water in VNIR and Infrared is circled. ............ 6-2 

Figure 6-3  This figure illustrates the MSRA Approach to 3D Multimodal Registration, where A) is 
the modeling phase, B) is the physics based simulation phase, C) is the 2D image 
registration phase, and D) is the Image archival phase onto a model. ...................... 6-4 

Figure 6-4  This flowchart illustrates three different paths for generating geometric models for 
DIRSIG simulation.  From left-to-right they are Existing/User Created, LIDAR Derived, 
and Multiview Image Derived models with varying degrees of fidelity. .................... 6-5 

Figure 6-5  This Hi-Fidelity model of the VanLare Waste Water Processing plant is representative 
of an existing geometric model placed in Google Earth that utilizes UV mapped image 
textures for added realism (courtesy Pictometry Int.) ............................................... 6-6 

Figure 6-6  This illustration depicts the process of adding spectral reflectance curves to  a 
realistic scene model in DIRSIG using Hyperspectral or Advanced Spectrometer Data 
(ASD) to properly simulate material appearance in various spectra. ......................... 6-7 

Figure 6-7  Illustrates the UV Texturing process:  A) The wireframe model, B) The faceted model, 
C) The UV textured Model, D) The flattened (unwrapped) model with overlaying 
image texture, and E) The textured wireframe model. .............................................. 6-8 

Figure 6-8  This graphic illustrates the process used to turn a UV Texture map (A), into a 
material class map LUT (C) by first segmenting the image with a K-Means classifier 
(B). ............................................................................................................................... 6-9 

Figure 6-9  This flowchart depicts the process utilized for DIRSIG model creation using hybrid 
models and imagery. ................................................................................................. 6-11 

Figure 6-10  This figure illustrates the process utilized to register a site model (A), to a faceted 
LIDAR dataset (B), to assess model fidelity and to ensure proper building placement 
and dimensions (C).  Finally the model is placed on the bare earth LIDAR terrain (D) to 
create a hybrid scene using both the LIDAR terrain and Image derived building 
models. ...................................................................................................................... 6-13 

Figure 6-11  Example geometric shapes that could be used to represent tree foliage when 
paired with LIDAR point returns. .............................................................................. 6-14 
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Figure 6-12  The process by which a LIDAR Return Point Cloud (A), can be transformed into 
model facets textured with real imagery of the forested terrain (B).  The results of 
this process can be viewed above in MATLAB (C) or Meshlab (D). .......................... 6-15 

Figure 6-13  The final model of the VanLare site, as viewed in Blender, using manually derived 
multiview imagery building models (courtesy Pictometry Int.) and LIDAR derived 
terrain and tree models. ........................................................................................... 6-16 

Figure 6-14  This flowchart depicts the process utilized for DIRSIG model creation using LIDAR 
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Figure 6-15  This graphics shows the 3 stages in transforming LIDAR data from a Point Cloud (A), 
to a faceted model (B), and finally texturing that model with the intensity return of 
the LIDAR itself (C). ................................................................................................... 6-18 

Figure 6-16  The LIDAR Direct process involves utilizing Imagery (A), to create a material map in 
order to physically describe the site.  Here, automated segmentation of the terrain 
(B) is used in concert with user assisted ID of site materials (C). ............................. 6-19 

Figure 6-17  By using the spatial, brightness, and facetized characteristics of the LIDAR returns, 
aggregate material identification for DIRSIG should be possible. ............................ 6-20 

Figure 6-18  The relative quality of terrain information as derived from LIDAR, Multiview 
Imagery, and RADAR respectively. ............................................................................ 6-22 

Figure 6-19  The ability to use Multiview Imagery derived Surface Elevation Maps to 
orthorectify an image is shown above. ..................................................................... 6-23 

Figure 6-20  The physics based simulation process that DIRSIG utilizes for synthetic image 
generation (Digital Imaging and Remote Sensing Laboratory 2006). ....................... 6-26 

Figure 6-21  The general process involved when associating emissivity curves to intensity values 
from an image texture map.  Here a region of interest was extract from the image 
and compared to the 44 curve emissivity plot (bottom) and the DC Histogram (right).  
Ideally, a simulation could link every DC value to a specific emissivity curve (i.e. 256 
curves needed here). ................................................................................................ 6-28 

Figure 6-22  When only one emissivity curve exists in the material file, all of the image texture 
intensity values will be associated with only the singular curve.  This will result in no 
ǘŜȄǘǳǊŜ ƛƴŦƻǊƳŀǘƛƻƴ άŎƻƳƛƴƎ ǘƘǊƻǳƎƘέ ƛƴ ǘƘŜ 5Lw{LD ǎƛƳǳƭŀǘƛƻƴΦ ........................... 6-29 

Figure 6-23  The resulting emissivity expansion of the original gravel roof material from 44 
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Figure 6-24  The simulated DIRSIG images above illustrate the need for material files with 
numerous emissivity curves to allow proper reconstruction of image texture within a 
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Figure 6-25  The Hybrid DIRSIG model of the VanLare Water Processing Plant shown at an 
oblique view.  From this vantage it is possible to see the detail on the sides of 
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buildings, but, the tree facets are reduced in size due to the cosine viewing effect. .. 6-
32 

Figure 6-26  In the figure above, the Southern (left) and Northern (right) sections of the VanLare 
plant are again visible at an oblique angle, but, now in slightly greater detail. ....... 6-32 

Figure 6-27  On the left is a contrast enhanced image of the VanLare plant taken by the WASP 
imaging system, while on the right, is similarly enhanced DIRSIG simulation of the 
same site using the WASP view and the Hybrid model of the site. .......................... 6-33 

Figure 6-28  The Northern portion of the VanLare Plant around the Smokestack and storage 
vats, imaged by WASP (left) and simulated by DIRSIG (right). ................................. 6-33 

Figure 6-29  The Southern portion of the VanLare Plant around the administration buildings, 
imaged by WASP (left) and simulated by DIRSIG (right). .......................................... 6-34 

Figure 6-30  On the left is an image of the VanLare plant taken by the WASP SWIR sensor, while 
on the right, is a DIRSIG simulation of the site, in the same spectral region, using the 
WASP view and the Hybrid model of the site. .......................................................... 6-35 

Figure 6-31 The LIDAR Direct process involves utilizing Imagery Textures and Materials Maps 
(A), with user assisted identification of dominant site materials (B) for ingestions into 
DIRSIG to physically simulate the site (C). ................................................................ 6-36 

Figure 6-он  ¢ƘŜ [L5!w 5ƛǊŜŎǘ 5Lw{LD ǎƛƳǳƭŀǘƛƻƴΩǎ ǎƛƳƛƭŀrity to real imagery is readily apparent.  
The ability to relate LIDAR derived models, textured with archival imagery, to newly 
acquired images is key to the model centric approach. ........................................... 6-36 

Figure 6-33  DIRSIG simulated image in the SWIR region (A) compared to an actual image from 
the WASP sensor acquired in the same  SWIR region and from a similar camera 
position and orientation. .......................................................................................... 6-37 

Figure 6-34  The basic process for relating multimodal image bundles utilizing DIRSIG.  Here the 
ƳƻŘŜƭ ǎƘƻǿ ǾŀǊƛƻǳǎ άŎƻƭƻǊŜŘέ ŎǳōŜǎ ǘƘŀǘ ǊŜǇǊŜǎŜƴǘ ǘƘŜ о5 ǇƘȅǎƛŎŀƭ ƳƻŘŜƭ ǿƘƛŎƘ Ŏŀƴ 
be projected into an image of various modalities. ................................................... 6-38 

Figure 6-35  The images above show the initial WASP SWIR image paired with its DIRSIG 
simulation and the initial features matched using SIFT (A), the outliers removed using 
RANSAC with the F-Matrix (B), which were supported by using RANSAC with the M-
Matrix (C),  and finally where the largest contributing error match was removed using 
RMSDE analysis. ........................................................................................................ 6-45 

Figure 6-36  In the left plot, the initial RMSDE is plotted  w.r.t. the number of good matches.  
After the largest error contributor was removed, the data was used to create a new 
model with error distributed slightly more linearly. ................................................ 6-47 

Figure 6-37  The results of the transformed DIRSIG simulated image (right), when compared to 
the WASP SWIR image (left)...................................................................................... 6-47 

Figure 6-38  Here a WASP SWIR image of VanLare can be compared to the LIDAR Direct DIRSIG 
Simulation of the site. ............................................................................................... 6-49 
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Figure 6-39  The Sequence above illustrates the features extracted using SIFT (A), outlier 
removal using RANSAC (B), and the final transformation using the resulting good 
matches (C), which resulted in sub-pixel registration accuracy. .............................. 6-50 

Figure 6-40  By ray tracing from the camera to the simulated image correspondence location it 
is possible to isolate the 3D model location of interest for use in pose estimation. 6-54 

Figure 6-пм  ¢ƻ ƻōǘŀƛƴ άǾŜǊǘŜȄ ǘŜȄǘǳǊŜέ ƭƻŎŀǘƛƻƴǎ ŦƻǊ ¦± ƳŀǇǇƛƴƎ ŀ ƳƻŘŜƭ ǘƻ ŀƴ ƛƳŀƎŜ ǎǘŀǊǘǎ ŀǘ 
the camera and then projects the 3D model onto a 2D image.  The projected model 
vertex locations on the image are the ◊○ texture locations. ................................... 6-55 

Figure 6-42  This series of snapshots show how the matches from the base image can be 
directly related to the 3D SPC model and then used as the vertex texture locations 
ǿƛǘƘ ǘƘŜ ōŀǎŜ ƛƳŀƎŜ ǘƻ ŎǊŜŀǘŜ ǘƘŜ ƳƻŘŜƭΩǎ ¦± ¢ŜȄǘǳǊŜ ƳŀǇΦ .................................. 6-57 

Figure 6-43  This figure shows the IR Attributed LIDAR model from a NADIR (right) and an 
oblique (left) view. .................................................................................................... 6-59 

Figure 6-44  A summary of the DIRSIG Rosetta Stone strengths regarding multimodal image 
registration. ............................................................................................................... 6-61 

Figure 7-1  Relating the cameras, images, and structure to a World Coordinate System 
augments the mathematical relationships developed in Chapter 4, by combining it 
with the 3D Conformal techniques of Chapter 5 within a GIS construct. .................. 7-2 

Figure 7-2  The relationships between the 2D/3D Homographies (H), Projection Matrix (P), and 
Colinearity Equations. ................................................................................................. 7-4 

Figure 14-1  The Essential Matrix relates the two images using a simple 3D translation and 
rotation of the cameras. ........................................................................................... 14-8 

Figure 14-н  ¢ƘŜ ƎǊŀǇƘƛŎǎ ŀōƻǾŜ ǎƘƻǿ ǘƘŜ ǊŜǎǳƭǘǎ ƻŦ aƛŎǊƻǎƻŦǘΩǎ tƘƻǘƻ{ȅƴǘƘ .! ǇǊƻŎŜǎǎΦ ... 14-11 

Figure 14-3  The SPC (top) and resulting mesh (bottom) from the Bundler SBA  process (Snavely, 
Bundler 2010) using VNIR images from the WASP sensor. .................................... 14-12 

Figure 15-1  An illustrative example of IR image fusion in the form of a pseudo-color image 
stack.  Circled in red is a new building that was constructed from different material 
(green metal) than the surrounding brick buildings with gravel roofs. .................... 15-1 

Figure 15-2  By using a model (left) and related image (middle) it is possible to produce a 
realistic scene (right), as visualized using one of the demonstration tutorials within 
the IDL programming environment (ITT Visual Information Solutions 2008). ......... 15-2 

Figure 15-3  These multimodal models have been textured with image segments on each facet 
(visible-left & thermal-right). .................................................................................... 15-3 

Figure 15-4  This realistic Pictometry model (Pictometry 2010) utilizes UV mapped oblique 
imagery to texture its facets and was then inserted into Google Earth (Google Earth 
2010) using a KML description. ................................................................................. 15-4 
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Figure 15-5 Illustrates the UV Texturing process:  A) The wireframe model, B) The faceted 
model, C) The UV textured Model, D) The flattened (uwrapped) model with 
overlaying image texture, and E) The textured wireframe model. .......................... 15-4 

Figure 15-6  Here the same model has been textured using a projection tool in Sketchup 
(Google Sketchup 2009) and then imported into Google Earth (Google Earth 2010).
 ................................................................................................................................... 15-5 

Figure 15-7  Volumetric Pixel (Voxel) approach to save data in volumetric space, but attribute as 
2D facet. .................................................................................................................... 15-6 

Figure 16-1  The DIRSIG Simulator Editor provides access to various components of the 
program. .................................................................................................................... 16-1 

Figure 16-2  The Geometry tab (A), in the DIRSIG Scene editor,  references the model geospatial 
and directory location, while the Material tab (B) links to the scene materials 
description file and emissivity file directory. ............................................................ 16-2 

Figure 16-о  ²ƛǘƘƛƴ ǘƘŜ {ŎŜƴŜ άtǊƻǇŜǊǘȅ aŀǇέ ǘŀō ǘƘŜǊŜ ŀǊŜ ƭƛƴƪǎ όƭŜŦǘ ǇŀƴŜƭύ ǘƻ ǘƘŜ aŀǘerial 
aŀǇ ŘŜǎŎǊƛǇǘƛƻƴǎ ŦƻǊ ǘƘŜ ǎƛǘŜ ό/ύ ŀƴŘ ¢ŜȄǘǳǊŜ aŀǇǎ ό5ύΦ  ¢ƘŜǎŜ άtǊƻǇŜǊǘȅ aŀǇǎέ ŀǊŜ 
tightly coupled within DIRSIG for physical scene description. ................................. 16-3 

Figure 16-4  The Sensor Editor has links to a Mount Editor (A) and the Imaging Camera in the 
Left Panel.  As seen here, the Mount interface was utilized to capture the sensor 
viewing angles which were retrieved from an Inertial Measurement Unit. ............ 16-5 

Figure 16-5  Within the Camera Instrumeƴǘ ŜŘƛǘƻǊΣ ǘƘŜǊŜ ƛǎ ŀƴ άŜŘƛǘέ ōǳǘǘƻƴ ŦƻǊ ǘƘŜ CƻŎŀƭ tƭŀƴŜ 
(B).  Pressing this button will bring up the Focal Plan Edit menu with additional 
buttons for editing the Detector Array (C) and the Response Curve (D).................. 16-6 

Figure 16-6  The Focal Plane editor buttons bring up the Detector Array editor (C) and Detector 
Spectral Response editor (D) windows, which allow a great deal of flexibility in 
defining the sensor specific design characteristics. .................................................. 16-7 

Figure 16-7  The Platform Editor allows for the designation of geospatial position information, 
such as Latitude, Longitude, Altitude and the orientation information of the sensors 
External Orientation Parameters, such as Pitch, Yaw & Roll. ................................... 16-8 

Figure 16-8  In order to properly inject the WASP GPS/IMU data into DIRSIG it is essential to 
convert for any local coordinate translations, sensor angles and Geoid offsets.  For 
the VanLare site, this offset accounts for 36 [m] higher flying altitude. .................. 16-9 

Figure 16-ф  5Lw{LDΩǎ р aŜƎŀ{ŎŜƴŜ ¢ƛƭŜǎ όŎƻǳǊǘŜǎȅ aƛƪŜ tǊŜǎƴŀǊύ ŎƻǾŜǊ ŀ ǎǿŀǘƘ ƻŦ bƻǊǘƘŜǊƴ 
Rochester and include a variety of environmental settings, including residential, 
agricultural, industrial, and lake frontage.  The VanLare test site is in Tile-4. ....... 16-10 

Figure 16-10  The Atmospheric Conditions Editor allow for designation of the Weather 
conditions at the time of the collection and the designation of Radiation Transport 
parameters via MODTRAN Tape-5 files. ................................................................. 16-11 
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Glossary 

Bundle Adjustment.  A photogrammetric process utilized to relate multiple cameras, images 

ŀƴŘ ǘƘŜ ǊŜǎǳƭǘƛƴƎ ǎǇŀǊǎŜ ǎǘǊǳŎǘǳǊŜ ōȅ ǎƻƭǾƛƴƎ ŦƻǊ ǘƘŜ ŎŀƳŜǊŀΩǎ ŜȄǘŜǊƴŀƭ ŀƴŘ ƛƴǘŜǊƴŀƭ ǇŀǊŀƳŜǘŜǊǎ 

w.r.t. corresponding image control points. 

Dense Point Cloud (DPC).  An array of 3D points, that is often associated with a LIDAR dataset 
and is described by a global coordinate system. 

Discrete Linear Transform (DLT).  A  linear technique that can provide an initial estimate of a 
solution space that is often desired to seed a non-linear optimization algorithm.  

Exterior Orientation Parameters (EOP).  These parameters refer to the location of the camera 
ƭŜƴǎ ώ·Σ ¸Σ ½ϐ ŀƴŘ ǘƘŜ ƻǊƛŜƴǘŀǘƛƻƴ ƻŦ ǘƘŜ ŎŀƳŜǊŀ ώ˖Σ ˒Σ ˁϐ ŀǘ ǘƘŜ ǘƛƳŜ ƻŦ ƛƳŀƎŜ ŎŀǇǘǳǊŜ. 

Faceted Models (FM).  This refers to the traditional computer graphics models that contain 
vertices and facets to represent the 3D structure of a scene. 

Interior Orientation Parameters (IOP).  These parameters refer to the intrinsic properties of 
the camera and include focal length, principle point, focal plane skew, and radial distortion. 

Levenberg-Marquardt Algorithm (LMA).  A robust nonlinear optimization technique often used 
in computer vision problems for estimating the solution to nonlinear least squares problems. 

Random Sample Consensus (RANSAC).  A technique for robustly removing outliers from a 
dataset.  It does this by minimally sampling the data a statistically significant number of times 
to create a mathematical model that maximizes the number of inliers within an error region. 

Space Resectioning.  ! ǇƘƻǘƻƎǊŀƳƳŜǘǊȅ ǘŜǊƳ ǘƘŀǘ ƛƳǇƭƛŜǎ ǎƻƭǾƛƴƎ ŦƻǊ ŀ ŎŀƳŜǊŀΩǎ ǇƻǎŜ ōȅ 
relating points in one image to those in another, or to a model. 

Sparse Bundle Adjustment (SBA). ¢ƘŜ ǘŜǊƳ άǎǇŀǊǎŜέ ƘŜǊŜ ǊŜƭŀǘŜǎ ǘƻ ǘƘŜ ǎǇŀǊǎŜ ƳŀǘǊƛȄ 
techniques utilized to solve for extremely large, but, weakly correlated parameters involved 
when solving for most Bundle Adjustments. 

Sparse Point Cloud (SPC).  The array of 3D points locally defined within a 3D coordinate system. 

Sparse Structure Bundle (SSB).  This includes the entire bundle of sparse structure, images and 
related camera positions within a common and local 3D coordinate system. 

UV Texture Map.  A standard technique in the graphic modeling community used to realistically 
texture 3D models.  This technique maps a composite texture, mapped in the normalized 
Ψόὺ ὴὰὥὲὩȭΣ ǘƻ ǘƘŜ ǾŜǊǘƛŎŜǎ ƻŦ ǎŜƭŜŎǘ ƳƻŘŜƭ ŦŀŎŜǘǎΤ ǘƘǳǎ ƻōǘŀƛƴƛƴƎ ǘƘŜ ƴŀƳŜ ά¦± ¢ŜȄǘǳǊŜ aŀǇέΦ 

World Coordinate System (WCS).  The absolute coordinate system linked to the global grid.
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1 Introduction  

1.1 Use of Imagery Data is now Mainstream  

Over the course of the last decade, the use of imagery based products from airborne and 

satellite platforms have become mainstream.  Applications like Google Earth/Maps (Google 

Earth 2010) and Bing Maps (Microsoft Corporation 2010) allows a user to plan travel, assess 

real-estate, teach their children geography, ƻǊ ǾƛǎǳŀƭƛȊŜ ǿƘŜǊŜ ǘƘŜ ƭŀǘŜǎǘ ΨŎǊƛǎƛǎ Řǳ ƧƻǳǊΩ ƛǎ 

happening in the world at the click of a mouse button.  The ability to seamlessly view hundreds 

of integrated image products in visual databases Ƙŀǎ ǘƘǊƻǿƴ ƻǇŜƴ ǘƘŜ ŘƻƻǊǎ ƻƴ ǘƘŜ ƻƴŎŜ άƴƛŎƘŜ 

ŦƛŜƭŘέ ƻŦ ƛƳŀƎŜǊȅ analysis, integration, fusion, and database archival.   

 

The VanLare Water Processing Plant ς Google Earth Software View 

Figure 1-1 ς This Google Earth (Google Earth 2010) view of the VanLare Site contains a hi-fidelity model courtesy Pictometry 
Int. (Pictometry 2010) ŀƴŘ ƛǎ ǊŜǇǊŜǎŜƴǘŀǘƛǾŜ ƻŦ ǘƘŜ ǊŜŀƭƛǎǘƛŎ ǊŜǇǊŜǎŜƴǘŀǘƛƻƴǎ ǇƻǎǎƛōƭŜ ǿƛǘƘƛƴ ǘƻŘŀȅΩǎ DL{ ŜƴǾƛǊƻƴƳŜƴǘǎΦ  
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Along with this keen new interest by the general population ƛƴ ǎŜŜƛƴƎ ŀ άōƛǊŘΩǎ ŜȅŜ ǾƛŜǿέ ƻŦ ǘƘŜ 

world, comes new mathematical advancements from the field of computer vision that are 

allowing robots to perceive their surroundings and avoid obstacles.  What do these two 

observations have in common?  They both require the processing of large volumes of imagery 

that are captured from a multitude of vantage points, registered together, and provided in local 

or global 3D coordinate systems that allow for integration, fusion and archival.   

1.2 The Problem  

Although great strides have been made in the automated registration of grayscale imagery from 

similar viewing geometries, there are still great challenges in developing robust automated 

techniques for registering images taken from varying viewing geometries and from different 

spectral modalities.  The challenges for 3D multimodal registration are many and are directly 

linked to the angular and spectral disparity of the datasets themselves (Van Nevel 2001).  The 

3D influences of the scene-to-sensor viewing geometry creates occlusions and parallax effects, 

the changing solar illumination causes varying shadow positions, and the diverse appearance of 

ǘƘŜ ǎŎŜƴŜ ŘǳŜ ǘƻ ŀ ǎŜƴǎƻǊΩǎ ǎǇŜŎǘǊŀƭ ǊŜǎǇƻƴǎƛǾƛǘȅ ŜƴǎǳǊŜǎ ǘƘŜ ŎƻƴǘƛƴǳƛƴƎ ŘƛŦŦƛŎǳƭǘȅ ƛƴ 

automatically registering and relating remotely sensed imagery of a site (Figure 1-2). 
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1.3 The Solution  

For decades, imagery analysts (the author included) have tried to register images within a 2D 

construct only to find that this solution space is barely adequate to accomplish the task at hand.  

It should always be kept in mind that an image is a projection of the 3D world from a certain 

vantage point.  This 2D projection contains all of the 3D influences of the environment including 

the terrain, foliage and the buildings.  A 2D solution to relating imagery is only justified when 

these images are taken from similar vantage points or if the 3D influences are negligible, such 

as when the terrain is flat or if these influences have been removed through ortho-rectification.  

It should be no surprise to those that have been frustrated with the limitations of 2D image 

registration, that this 3D problem necessitates a 3D solution. 

Figure 1-2  The registration challenges resulting from viewing geometry including parallax, occlusion, & shadowing (left) 
and spectral diversity (right) are visible above (synthetic SAR and PI images of VanLare courtesy Dr Mike Gartley). 



1-4 
 

In previous work by the author (Walli, Multisensor Image Registration utilizing the LoG Filter 

and FWT 2003), a case study was developed that demonstrated the results of an automated 2D 

image registration algorithm over an urban section of San Diego, CA that contained large 

amounts of terrain relief and building parallax (Figure 1-3).  These images were taken with 

enough angular disparity to exhibit significant amount of parallax, thus frustrating automated 

registration attempts with low error.  

 

In this example, the 1 meter resolution Ikonos imagery (GeoEye, Inc 2010) was used to obtain 

~200 good feature matches.  Unfortunately, these correspondences resulted in a rather poor 

error analysis result, when attempting to relate them using a 2D transformation.  Even after 

considerable refinement/culling of ~75% of the matched feature locations, through error 

Figure 1-3  This graphic shows the result of registering two images of San Diego, where ~75% of the correctly matched 
features (red squares) were discarded in a vain attempt to obtain subpixel registration accuracy to a 2D model. 

The Limitation of 2D Image Registration 
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analysis and removal (covered in Section 2.5), the final registration provided only mediocre 

results.  This is because the 2D solution space was inadequate in its dimensionality to 

encompass the matched features, which were highly nonplanar.  This dilemma provided a great 

deal of justification for the author to pursue a full 3D solution to the image registration 

problem, especially as it pertained to the challenges of accurately fusing multimodal imagery 

data for the project described below. 

1.4 The Advanced ANalyst Exploitation Environment (AANEE)  

The AANEE program was conceived by Dr John Schott as a demonstration of what could be 

ŀŎŎƻƳǇƭƛǎƘŜŘ ƛŦ ǘƘŜ ŎǳǊǊŜƴǘ άǎǘŀǘŜ-of-the-ŀǊǘέ ƛƴ ǎȅƴǘƘŜǘƛŎ ǎŎŜƴŜ ƳƻŘŜƭƛƴƎΣ ƛƳŀƎŜ ǊŜƎƛǎǘǊŀǘƛƻƴΣ 

and process modeling were combined in a seamless virtual environment for an intelligence 

analyst.  The main thrust of this project is to immerse an analyst within an environment where 

the datasets are archived in a visual database that is easy to interact with and where the data 

can be interrogated in an intuitive fashion.   

In the world of AANEE, a user could fly through a scene, stop at a building of interest and click 

on a wall.  Once this is done, the building wall would verbally tell the user when it was made 

along with other historical facts.  The user would then have pull-down menu options that would 

allow for temporal playback of imagery that might highlight any change to the building over 

time.  Additionally, the user may request imagery that has been collected in multi-modal 

spectra other than the traditional visual RGB or Panchromatic bands shown in (Figure 1-4). 
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To enable AANEE to be more than just a game simulation environment, it is necessary to be 

ŀōƭŜ ǘƻ ǳǎŜ ǘƘŜ о5 ǎŎŜƴŜ ƳƻŘŜƭ ŀǎ ŀ άǎƪŜƭŜǘƻƴέ ŦǊƻƳ ǿƘƛŎƘ ǘƻ project layers of imagery 

products for immediate visual inspection and long term archival.  Because once an imagery 

based product is registered to an accurate 3D model, it is possible to regain the 3D nature of 

the scene that was lost when the image was acquired, but only if it is projected back onto the 

model from the same vantage point that it was taken.  In this manner, a 3D database of 

archived imagery can be saved as image textures on the model and can be categorized 

temporally, spectrally, and of course spatially as seen in Figure 1-5.   

The VanLare Water Processing Plant ς AANEE Software View 

Figure 1-4 ς The scenes above show the same model of the VanLare Plant from within the AANEE software program.  Note 
the accurate casting of shadows and the ability to predict occlusions due to the 3D modeled site and landscape. 
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1.5 The 3D Model as an Archival Database 

Recent advancements in computer vision (epipolar geometry) provide the ability to understand 

and model our world in 3D.  This allows elegant new solutions to tough old image registration 

problems such as understanding and compensating for the effects of scene projection while 

relating common features from a database of images.  Additionally, a hi-fidelity 3D model of a 

scene can help predict and mitigate the effects of occlusion and shadowing if the orientation of 

the model (pose) can be determined at the time of image acquisition. 

Knowledge of these challenges are ŎǊƛǘƛŎŀƭ ŦƻǊ ǳƴŘŜǊǎǘŀƴŘƛƴƎ ǘƘŜ ŀǳǘƘƻǊΩǎ ΨƳƻŘŜƭ-ŎŜƴǘǊƛŎΩ 

approach to registration and so a significant portion of this document will be spent in 

developing techniques (Chapters 2-5) that will be utilized to mitigate these effects.  The need 

for a 3D Model, for accurate registration of most visible band imagery products, is augmented 

The VanLare Water Processing Plant ς AANEE Software View 

Figure 1-5 - This view of the VanLare site from the AANEE software program contains projections of additional RGB and 
LWIR data fǊƻƳ wL¢Ωǎ ²!{t ǎŜƴǎƻǊ ƻǾŜǊ ǘƘŜ ǎƛǘŜ ŀƴŘ ǘŜǊǊŀƛƴ ƳƻŘŜƭΣ ōŜŦƻǊŜ ǊŜƎƛǎǘǊŀǘƛƻƴΤ ǳǎƛƴƎ ƻƴƭȅ ǎŜƴǎƻǊ La¦κDt{ ŘŀǘŀΦ 
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by the need for a physical model when registration of multi-modal imagery is required.  The 

author will show how physics based modeling of a scene using the Center for Imaging Sciences 

(CIS) Digital Imagery and Remote Sensing Image Generation (DIRSIG) program can be utilized to 

simulate multimodal imagery that is good enough to automatically register to real data (Section 

6.3).  This will allow for DIRSIG to act as a physical Rosetta Stone for relating a potentially large 

range of disparate imagery products.  ¢ƘŜ ΨƳƻŘŜƭ-ŎŜƴǘǊƛŎΩ ŀǇǇǊƻŀŎƘ ǘƻ ǊŜƭŀǘƛƴƎ Řŀǘŀ ŀƴŘ Ƙƻǿ 

DIRSIG is utilized to enable multi-modal image registration is covered in detail in Chapter 6. 

1.6 Summary  

With the growing interest in integration and fusion of imagery based data, fundamental 

research is required in the vital area of mathematical data-relationship development and 

database archival.  The author has been continually amazed at how ƻŦǘŜƴ άǿŜƭƭ ǊŜƎƛǎǘŜǊŜŘέ Řŀǘŀ 

is taken for granted as an assumption in both fusion applications and change detection 

scenarios.  Neglecting the essential step of developing a framework to properly relate the data 

in a true 3D sense is to ignore the sensor acquisition pose and the structure in a scene and the 

effect that they can have on the final registered product.  Both image modality fusion and 

change detection algorithms should perform at their best when the initial data has been 

accurately related in 3D. 

The research covered herein develops the fundamental mathematical approaches and 

techniques required to relate multimodal imagery and imagery derived products in 3D.  

Additionally, it improves upon some well established methods for relating imagery derived 

products, by applying new epipolar geometry and efficient mathematical techniques.  Finally, 
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ǘƘŜ ŀǳǘƘƻǊΩǎ ǇƘȅǎƛŎŀƭ ƳƻŘŜƭƛƴƎ ŀǇǇǊƻŀŎƘ to relating multimodal imagery is a cornerstone of the 

value added research contained within this document.   The figure below depicts the five major 

subcategories that will be covered in this research and their related sections in the document. 

 

 

Figure 1-6  The five primary areas of research contained in this dissertation are covered in Chapters 2-6. 
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2 Image Registration  

Image registration, in a 2D sense, will always be limited by the 3D effects of viewing geometry 

on the target.  Therefore, effects such as occlusion, parallax, shadowing, and terrain/building 

elevation can often be mitigated with even a modest amounts of 3D target modeling.  Once a 

target is modeled and textured with representative imagery, it is possible to orient the scene 

based model to the same viewing perspective as any remotely sensed image to enable proper 

registration. If done accurately, the 3-D ambiguity between the model and the image can be 

removed and the newly registered image can now be utilized as an additional texture layer on 

the model.  If this is done with enough precision, the 3D information that was lost when the 

image was acquired can be regained and properly related to other imagery and data of the 

target scene.  The basic process for registering two images is provided below in Figure 2-1. 

 

Figure 2-1  The basic process for automatically relating images. 
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2.1 Invariant Feature Extraction  

Due to the significant amount of research into automated image registration over the years, 

there are several techniques that have been developed that work reasonably well.  Currently, 

the most robust techniques appear to be multiscale edge based techniques due to their robust 

ability to extract repeatable structure from within a scene, even when relating multimodal 

imagery.  For this reason, the choice of filters to help identify and extract these invariant edge 

features from images is a critical design decision for any automated registration process.   

In detailed experimentation (K. Mikolajczyk 2002), it was found that the maxima and minima of 

a normalized version of the Laplacian of Gaussian (LoG) produce the most stable image features 

compared to a range of other possible image functions, including the gradient, Hessian, and 

Harris Corner Detector (Harris and Stephens 1988).  Due to the proven performance of the LoG 

filter and its Difference of Gaussian (DoG) approximation, to robustly extract invariant features 

from imagery, these two filters will be explored further. 

2.1.1 Laplacian of Gaussian (LoG) Filter  

The idea for using edge detection filters for robust feature extraction was sparked while 

performing research into automated image registration (Walli, Multisensor Image Registration 

utilizing the LoG Filter and FWT 2003).  It quickly became apparent that the LoG filter could be 

utilized to consistently pinpoint features within an overhead image that might be utilized for 

image registration.  By applying a threshold to the LoG filtered image, it is possible to isolate 

regions that have similar rates-of-variation within a scene and to do so in a repeatable fashion.  

¢Ƙƛǎ ƛǎ ŘǳŜ ǘƻ ǘƘŜ άǎŜŎƻƴŘ ŘŜǊƛǾŀǘƛǾŜέ όᶯ) nature of the Laplacian filter which produces high 
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output for well defined edges.  Figure 2-2 demonstrates the effect of the LoG filter on a 

ǎȅƴǘƘŜǘƛŎ ŘŀǘŀǎŜǘ ǘƘŀǘ ǊŜǎŜƳōƭŜǎ ǘƘŜ ƭŜǘǘŜǊ ά·έ ōǳǘ ŎƻǳƭŘ ǊŜǇǊŜǎŜƴǘ ŀ ŎǊƻǎǎǊƻŀŘǎ ƻǊ building in 

an overhead image.   

 

Figure 2-2  Demonstration of the LoG filter effects on synthetic edge data. 

The effect that the LoG filter has on an image is very similar to the lateral-brightness adaptation 

ƻŦ ǘƘŜ ƘǳƳŀƴ ŜȅŜ όŀƭǎƻ ƪƴƻǿƴ ŀǎ ƭŀǘŜǊŀƭ ƛƴƘƛōƛǘƛƻƴύ ǘƘŀǘ ƭŜŀŘǎ ǘƻ ǘƘŜ άaŀŎƘ ōŀƴŘ ŜŦŦŜŎǘέΦ  

Evidence of this is provided by Gonzalez and Woods, when they maintain that certain aspects of 

human vision can be modeled mathematically in the basic form of the LoG equation (Gonzalez 

and Woods 2007).  This phenomenon is demonstrated in Figure 2-3, with an exaggeration of 

grayscale edge steps.   

 

Figure 2-3  Edge-exaggeration resulting from convolution with a 1D LoG filter 
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The Laplacian is the second derivative of a function.  This equation takes the following forms for 

both the 1-D and 2-D versions, as shown in (1) and (2):  

 █
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(2) 

 

Additionally, this function can be approximated with the following 1-D & 2-D digital filters as 

seen below in (3) and (4):  

  

 
(3) 

 

 

  

 

(4) 

 

A graphical representation of the effects of this filter when applied to a 1-D step function 

(Figure 2-4.a) that has been first convolved with a Gaussian low-pass filter (Figure 2-4.b) 

fƻƭƭƻǿǎΦ  Lǘ Ŏŀƴ ōŜ ǎŜŜƴ ǿƘȅ ǘƘŜ нƴŘ 5ŜǊƛǾŀǘƛǾŜ ŦƛƭǘŜǊǎ ŀǊŜ ŀƭǎƻ ŎŀƭƭŜŘ άȊŜǊƻ-ŎǊƻǎǎƛƴƎέ ŜŘƎŜ 

detectors since the knife edge input (Figure 2-4.a) goes to unity precisely at the zero crossing 

between the positive and negative peaks of Figure 2-4.d.   

Although the LoG filter can be easily deconstructed into its component parts as seen below, it is 

more commonly implemented in one convolution step with a kernel similar to Figure 2-5. 
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TƘŜ рȄр ŦƛƭǘŜǊ ŀǇǇǊƻȄƛƳŀǘƛƻƴ ŀƴŘ ǘƘŜ άaŜȄƛŎŀƴ Iŀǘέ ό[ƻDύ ŦǳƴŎǘƛƻƴ ŀǊŜ ǎƘƻǿƴ ōŜƭƻǿΦ 

The Laplacian is very good at highlighting variation within an image.  This result is useful if the 

variation is equivalent to information content or edges, but, detrimental if that variation is 

represented by noise.  On its own, the Laplacian will accentuate all high frequency components, 

including noise, along with the edges.  For this reason the image is first convolved with a 

Gaussian filter, to diminish the effects of noise, before the Laplacian filter is applied.   

0 0 -1 0 0 

0 -1 -2 -1 0 

-1 -2 16 -2 -1 

0 -1 -2 -1 0 

0 0 -1 0 0 

Figure 2-5  A 1-D representation of the LoG function and the composite 5x5  approximated filter. 

a) Knife edge input     b) Gaus Low Pass    c) 1st Derivative      d) 2nd Derivative 

Figure 2-4  Visual effect of the Laplacian of Gaussian Filters in succession. 
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The results of the LoG thresholding process provide automated Ground Control Point (GCP) 

feature extraction within each image, as seen in Figure 2-6.  Once these GCPs have been 

identified, a point matching routine (Section 2.2) can be utilized to relate the subset of similar 

points from each image.  These related points can then be used to develop a transformation 

equation, for registration of the two images. 

2.1.2 Difference of Gaussian Filter  

The Difference of Gaussian (DoG) Filter is an approximation to the Laplacian of Gaussian Filter 

(Gonzalez and Woods 2007).  Like the LoG, the image is first blurred with a low-pass Gaussian 

convolution filter which has an initial ύὭὨὸὬ „, where the Gaussian is mathematically 

described by, 

Gaussian 
Function 
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ρ
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ς 

Å

Øς Ùς

ς„ρ
ς

 
 

(5) 
 

   

Figure 2-6  The results of the LoG filter and thresholding of maxima to create Control Points. 
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The image can be smoothed using two different Gaussian widths („ ὥὲὨ „) as shown below in 

Equations (6) and (7). 

Image 
Blurred 
w/ „ρ 

ÇρØȟÙ '„ρØȟÙ ÆzØȟÙ 
 

(6) 
 

   
Image 
Blurred 
w/ „ς 

ÇςØȟÙ '„ςØȟÙ ÆzØȟÙ 
 

(7) 
 

   

Now the Difference of Gaussian can be accomplished by subtracting the two blurred images , 

DoG 
Filter 

ÇρØȟÙ Ç
ς
ØȟÙ '„ρ '„ς ÆzØȟÙ $Ï'zÆØȟÙ 

 
(8) 

 

 

 

The DoG can be seen as the 1D difference between the two Gaussian kernel widths (Drakos and 

Moore 2007) and is then compared to the Log Filter in the inset of Figure 2-7 (Gonzalez and 

Figure 2-7  The 1D visualization of the inverted DoG as the result of subtracting two Gaussian kernels of different widths 
(Drakos and Moore 2007).  The inset graphic shows little if any perceivable difference between the LoG and DoG convolution  

kernels (Gonzalez and Woods 2007). 

 

G̀ 2  
G̀ 1  

-DoG = G̀ м -  G̀ 2 

DoG (dashed) 
vs 

LoG (solid) 

DoG = G̀ 2 -  G̀ 1 




















































































































































































































































































































































































































































































