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RelatingMultimodal ImageryData in 3D
By
Karl C. Walli

Chester F. Carlson Center for Imaging Science
College of Science

Rochester Institute of Technology

ABSTRACT

This researchdevelops and improveshe fundamental mathematical approaches and
techniques required to relate imagergnd imagery derivednultimodal productsin 3D Image
registration, in a 2D sense, will always be limited by the 3D effects of viewing geometry on the
target. Therefore, effects such as occlusion, parallax, shadowing, aathtbuilding elevation

can often be mitigated with even a modest amounts of 3D target modelidgitionally, the
imaged scene may appear radically different based angbnsed modality of interesthis is
evident fromthe differences in visible, infrad, polarimetric, and radar imagery of the same

site.

This thesisdevelopsl WY @& B NA OQ | LILINRF OK G2 NBflFGAy3
environment. By correctly modeling a site of interest, both geometrically and physically, it is
possible to remog/mitigate some of the most difficult challenges associated with multimodal
image registration. In order to accomplidig feat,the mathematical framework necessary to

relate imagery to geometric modeis thoroughly examinedSince geometric models maeed
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derive 3D models from imagery and LIDAR dafaf critical note, is the implementation of
complimentarytechniquesfor relating multimodal imageryhat utilize the geometric model in
concert with physics based modelintp simulate scene appearance under diverse imaging
scenarios Finally, the often neglected final phase of mapping localized image registration

results back to the world coordinate system model fioal data archivadre addressed

In short, oxcea targetsite is properlymodeled both geometrically and physicallit is posible

to orient the 3Dmodel to thesame viewing perspective ascapturedimage to enable mper
registration. If done accately, 1 KS deyiKSGAO Y2RSfQa LIKeaAOllf
imaged modality of interestvhile simultaneously removinthe 3-D ambiguity between the

model and thecaptured image. Once registered, the capturdthage carthen be archivedsa

texture map on thegeometricsite model. Inthis way, the 3D information that was lost when

the image was acquired can be regained and properly relateéd ether datasets for data

fusion and analysis



Table of Contents

Page

I g (0o [ BTt o] IR P TP PPPPPRPPR 1-1
1.1 Use of Imagery Data is NOW MainStream...............coovvvvieeeieeeeeeeeerieirerennensnennnnnnnnnes 1-1
2 I TSN o 0] o] = o o 1-2
I T I TS Yo 111 o o 1-3
1.4 The Advanced ANalyst Exploitation Environment (AANEE)............ccooveeeennnn 1-5
1.5 The 3D Modelsaan Archival Database.............coooviiiiiiiieiiieiieeeeeeeeveeaaaeeeees 1-7
1.6 SUMIMAIY... et e e e e e e et e et e st n e et et e e e et e e e e eaannaeeeres 1-8

2 1MAQE REGISTIALION. ... .uutieiiieie s i e e e e e s e e e e e e e e e e e et e e e e e e e e e e e e et et e et et e e eeeeeeeeeesaaesesnsennnsnnnnns 2-1
2.1 hvariant Feature EXIraCtion............uuiiiiiie oo e e 2-2
2.1.1 Laplacian of Gaussian (LOG) Filter..........ccccceeiiiiiii e, 2-2
2.1.2 Difference of Gaussian Filter........cccoooiiiiiiiiiie e 2-6

2.2 Matching INvariant FEAUIES...........uiiiiiiie e 2-8
2.2.1 Point Matching using Distance Similarity.............cccouuiiiiiieeiiienniiiieeeeeeen 2-9
2.2.2 Point Matching using Localized Gradient Similarity................ccccvveeeeeeernnnnnns 2-12

2.3 Transform DeVEeIOPMENL...........coooiiiiiiiieieeeeeeeeeeeee s 2-16
2.4 Constraining the Transform Rest83D Conformal and Affing............cccccvviviinnnnn. 2-20
2.5 Outlier Removal and Error ANAIYSIS.........iiii it eeeeeanns 2-21
2.5.1 RMSDE ANAIYSIS.....cciiiiiiiiiiiii ettt e e e e e abrae e 2-22
2.5.2 Random Sample Consensus (RANSAC) Analysis.........cccccveveiieeiiiiiniiinnnee. 2-23

3 Relating Images t0 MOEIS...........ouiiiiiiie s 31
3.1 KNOWN CAmMEra PQSE... .o iiiiiiiiiiii ettt e e et e e e e e e ee e e e e e e eeeennes 31

G J00 0 A o o] o Y= T o 1RSSR 3-3
3.1.2 Case StudyJsing Google Earth Models and WASP Imagery.........cccccecevveenne 3-6

3.2 UNKNOWN Camera POSE.........cooiiiiiiiiiiii et s 39
3.2.1 Approach Feature Extraction and Matching............ccccoooi 311
3.2.2 Develop Linear and Ndnear SORIONS..............uvviiiiiiiiiiiinnnsee e 314

Xi



3.2.3 Case StudyEstimating Model Pose from unknown Imagery........cccccccoeeeeees 3-17

3.3 SWIR Imagery to SWIR Attributed LIDAR MadelS.............cooociimimiiiiiiiieee, 319
4 Deriving Sparse Structure from IMageS...........cevvvvviviiiiimeiiiiiiiiniiinn e i -1
4.1 Feature Extraction and MatChing..............cccevvvvvveeiiiieeeieeeieeiieieseeveeene 423
4.2 Modern Photogrammetric TEChNIQUES.......ccoeeeviiiiiiei e, 4-5
4.2.1 Approaclt Depth Recovery from Overlapping Images................ccceeeeeeeeee. . 4-6
4.3 Case StudyCreatng Sparse Structure using Airborne Data..................uvvvvvunennnnns 4-14
4.3.1 AeroSYnNth INTrOQUCTION.........ceiiiiiiiiiiiiiiiiiitiiiii e e e e e e e e e eas 4-14
4.3.2 Recovering Sparse Structure from IMages...........cccvvviiiirieeeeeeeeiiiieeeeees 4-15
4.3.3 Recovering Dense Structure from IMages.........coooviiiiiiiiiiiiiiieeeee e 4-28
4.3.4 ACTOSYNN SUMIMALY.....uuueiiiiiiiisceres s s s e e s e e e e e e e e e e e e e e e e e aaaaaaaaaaaaaaaaeeaaeeaaeeeesd 4-33
4.4 Sparse Bundle Adjustment (SBA).........ooooiiiiiiieeeeeeeeee 4-34
5 Relating Rigid 3D BOGIES.........cuuuiiiiiiiiiiiiiiiieesss s s s s s e e s s e e s e e e e e e e e e e eaaaaaaaaaaaaeaaeeeeeeeeeeeees 5-1
5.1 Sparse to Dense PoiNt ClOUAS............ovvvierieiiiiiiiiiiiissss s e e e e e e e e e aeeaeas 52
5.1.2 APPIOGCKH. ...t 5-4
5.1.3 CASE STUY.....coiueeittieiiit e e ettt e et e e e e e e e e e e e e e e e e e s e anan 5-5
5.2 Point Cloud to Faceted Model (FEM).........oooiiiiiiiiiiiiiee e 5-8
5.2. 1 APPIOACH. ...t 5-9
5.2.2 CASE SHUAY.....uuuuiiiiie et —————- 5-9
5.3 FULUrEe RESEAICH ... 5-11
5.4 Faceted Model to Faceted MOdel............oooiiiiiiiiiiiiiii e 5-14
5.4.3 APPIOGCKH. ... 5-14
5.4.4 CASE STUY.. ..ottt e e e e e e e e e e e e e e e 5-15
5.5 Constraining the TransforgBD Conformal and Affine............ccccceeevivieiieieeeeeee 5-17
5.5.1 Conformal 3D TranSfOMML.........uuuuriiirece e e e 5-18
5.5.2 Affin€ 3D TranSfOML.... ... 5-22
5.5.3 Homogeneous 15 Parameter Linear Estimate.............ccccccvviieei i, 5-24
5.5.4 Nonlinear Minimization and Weighting.............ccoeuviiiiiiiiiiieiiiciie e, 5-25

6 Multimodal 3D REQISIIALION...........ccoiiiiiiiie e e e 6-1
chPm ¢KS Waz2RSt ..LSYy.0NAQOQ. . .L.LLINRLOK........... 6-3
6.2 Model- GEOMELIICAIIY..........eeiieieiiiie e 6-4
6.2.1 Existing/User Created Model.........cccoooiiiiiiiiiiee e, 6-5
6.2.2 Hybrid ModelsDeveloping LIDAR Augmented models in @RS................... 6-10

Xii



6.2.3 LIDAR DiregtDeveloping LIDAR models in DIRSIG............cccccviiieeeeeeeennnnns 6-16

6.2.4 Imagery DirectDeveloping Multiview Imagery models in DIBS.................... 6-21

6.3 Simulate; Physically (DIRSIG)..........coooiiiiie e 6-24
6.3.1 Simulating WASP Imagery with DIRSIG............uiiiiiiiiiiiiiieiicieeceeeee e 6-26
6.3.2 Simulating Materials and their associated Emissivity Curves in DIRSIG......6-27
6.3.3 Example DIRSIG Simulations of the Hybrid Model............ccccoooiviiiiiiiiinnnnnnn. 6-31
6.3.4 Example DIRSIG Simulations of the LIDAR Direct.Madel..............c..cc.o...s 6-35

6.4 Relate MathematiCally...............uuiiiiiiiiei e 6-37
6.4.1 EITO ANAIYSIS. ..ccoiiiiiiiiiee ettt 6-39
6.4.2 Image Registration to the Hybrid DIRSIG Madel..............vvvvvimmiiniininnnnnnnnnnnd 6-42
6.4.3 Image Registration to the LIDAR Direct DIRSIG Model...............................6-48
6.4.4 Reorient the Model to Incorporate the Registration Results......................... 6-51

6.5 Archiveg Texturally (Map the Real Image to the Model)..........ccccoeeeiiiiiiiieiiinnnnnn. 6-53
6.5.1 Model Pose from Matched Features.........ccccccvviiiiiiiiiiiiiiieee e 6-53
6.5.2 Projective Texturelmage t0 MOdel............oooiiiiiiiiiiii e 6-54

6.6 Results SummargyDIRSIG as a Multimodal Rosetta Stone..............ccccvvveeeeeeeennn. 6-60

7 Relating Results in the World Coordinate SysStem............c.eeeeviiiiiiiiiiiiiiiiieeeeee e 7-1
8 Research ContriBULIONS...........ooo oo 8-1
8.1 Photogrammetric and Epipolar Geometry based Terrain Recavery...................... 8-1
8.2 Constrained Conformal andfiAé 3D Transformation...........cccccceveiiiiiiiinieeeeeeeeeennnd 8-2
8.3 DIRSIG 3D Multimodal Registration...............cccoeeeeeiiiiiiiiiieeeeeeeeeeeeeeeeeeeees 8-2
8.4 Comprehensive BreadgMulti-Dimensional/Modal Research...............ccccvvveeeneeen. 8-3
8.5 Suite of MATLAB Software TOOIS.........oovviiiiiiiieieeeeeeeeeeeeeeeeeeeeeeeeaaeeeenenees 8-3

O SUIMIM A Y et 9-1
IO Lo =TT o0 101
11 APPENDIXACamera CalibratiQn...............eeeeiiiiiiee e 11-1
11.1 The Camera External Orientation Parameters (EQRS)..........cccccvviiieiiiiiiiinnnnnn. 11-1
11.2 The Camera Interior Orientation Parameters (IOPS)........cccccceeeiiiiviiviiiiiiieeee, 11-2
11.3 Radial Lens DisStortion ParameterS............uuuueivuiiiimmiiiiiiiiesss s 11-3
12 APPENDIX BLin@ar ESUMALION............uuuiiiiiiiiiiiiiiiiiiiissssss s see s s e e e e e e e e e e aaaaaaaaeas 12-1
12.1 The Projection Matrix ReViSited............cccuuiiiiiiiiii e 12-1
12.2 The Direct Linear Transform (DLT).........uuuuuurriiiiriiiiiiiiissssss s sss s e e e e e e e e e e 12-2
13 APPENDIX-QNoONINEar ESHMATION. .......couiiiiiiiiiiiiiiieeee et eee s 131



13.1 The Levenbesiglarquardt AlGQOrthme..........coooiiiiiiiiii e 131

14 APPENDIX LEpipolar Techniques for Recovering Sparse Madels...........c.cccccoonee 14-1
14,1 APPIOACKL.....cc o 14-1
14.2 Develop a Linear Estimate of the Canaeameters................cccceveevvieeeveeveeeeene, 14-2
14.3 Develop a Linear Estimate of the 3D POINLS............uuuuiviiiiiiiiiiiiiiiieeeeeee e 14-3
14.4 The ESSential MAtIDC.......ooeeiiiiiiiiiieee et e e e e e e e e seennenees 14-6
14.5 Case StudyCreating Sparse Structure using Epipolar Geometry..................... 14-10

15 APPENDIX-BVOUE] TEXIUIE.....uvuiiiii et e e e e e e et e e e e e e e e enaaaaas 151
15.1 IMAQE DIAPING ....uueeittiiieieeeeeee ettt e e e e e e e s e e e e e e e e e e aabb bbb e e eeeeaeaeeesaanes 152
15.2 Facet Texturing and Model UNWrapping...........ceeeeeeeeeeiiiiriniieeeeeeae e 153
15.3 ProjECHVE TEXIUIMNG ...evevriieertieeiiieriiisi s s s s s s s e s s e e e s e e e e e e e e e aaaaaaaaaaaaeaaaeeeeeesees 155
15.4 Volumetric Pixel (VOXel) TeXIUMNG........vvrrrreiriiiiirriiniiissss s e e e e e e e e 155

16 APPENDIXJDIRSIG Simulation Setup Primer.........cccccoeeiiiiiiieeeee, 16-1
161D w{ LDQ& { OSy.S..CALS..{.S0.dzLd.cccoviiiiiiiiiiiiinn. 16-1
Mc ®H 5Lw{LDQA&..{.Sy.a2NL.CAL.S. . {.S.0dzL]................. 165
Mc ®o 5Lw{LDQ& .t.f.L.AF2NN..CAL.S..{.SddzLl..... 16-8

Mcd®n 5Lw{LDQa ! (Y2aLKSNAO.. .L.2Y.RAGA2Y.216{41S{ dzLJ
Mc ®p 5Lw{LDQa& 5.l.il..L2ff.S5Q04A2y.. {.8.0(.dzJ].1611

17 APPEND G¢ MATLAB Software Flowchart and INdeX..........cccoevvvvveiiiiiiiieeiiiiiieeeeeenns 17-1
17.1 Image ReQISratiQIl..........cccoeeiiiiiie e 17-1
17.2 Sparse Point Cloud GENEration..........cccceeeiiiiiiiieei e 17-2
17.3 Model Registration & P0OSE ESUMALON. .......ccciiiiiiiiiiiiiiiiiiieeee e 17-3
17.4 LIDAR Dat@ PrOCESSING.....uuetitiiiieiiiiiiiitite et e et e e e e e e e e e 17-4

Xiv



List of Figures

Page

Figure 11 ¢ This Google Earth (Google Earth 2010) view of the VanLare Site contains a hi
fidelity model courtesyictometry Int. (Pictometry 2010) and is representative of the
NEFfAAaGAO NBLINBaASY(l GA2ya LIRAAADLLS1I6AGKAY

Figure 12 The registration challenges resulting from viewing geometry including parallax,
occlusion, & shadowing (left) and spectral diversity (right) are visible above (synthetic
SAR and Pl images of VanLare @aaytDr Mike Gartley).........ccccccceveviiiiininnnnnn. 1-3

Figure 13 This graphic shows the result of registering two image&san Diego, where ~75% of
the correctly matched features (red squares) were discarded in a vain attempt to
obtain subpixel registration accuracy to a 2D model..........ccccceeeeiiiiiieiiiienneenn. 1-4

Figure 14 ¢ The scenes above show the same model of the VanLare Plant from within the
AANEE software program. Note the accurate casting of shadows and the ability to
predict occlusionslue to the 3D modeled site and landscape.......................... 1-6

Figure 15 - This view of the VanLare site frahee AANEE software program contains
LINP2SOGA2ya 2F RRAGA2YLFE wD. FyR [2Lw RI
and terrain model, before registration; using only sensor IMU/GPS data.......1-7

Figure 16 The five primary areas of research contained in this dissertation are covered in

(O T o1 (=T £ o TP 19
Figure 21 The basic process for automatically relating images..................ccccceeveenne 2-1
Figure 22 Demonstration of the LoG filter effects on synthetic edge data..................... 2-3
Figure 23 Edgesxaggeration resulting from convolution with a 1D LoG filter................. 2-3
Figure 24 Visual effect of the Laplacian of Gaussian Filters in succession.................... 2-5

Figure 25 A 1D representation of the LoG function and the composite 5x5 approximated
111 PSPPI 2-5

Figure 26 The results of the LoG filter and thresholding of maxima to create Control Phihts.

Figure 27 The 1D visualization of the inverted DoG as the result of subtracting two Gaussian
kernels of different widths (Drakos and i@ 2007). The inset graphic shows little if
any perceivable difference between the LoG and DoG convolution kernels (Gonzalez
ANA WOOAS 2007 )....uuteeeeeiieeee ettt ettt e e e e e e e e e s bbb eeeeaaeeeeananns 2-7

Figure 28 Matching points to determine the Image Transform...........cccceeeeveeeeeeeeeeeen. 2-8
Figure 29 Determining matching points through equivalent distances to other points.2-10

XV


file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409863
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409863
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409863
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409864
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409864
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409864
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409865
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409865
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409865
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409866
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409866
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409866
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409867
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409867
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409867
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409868
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409868
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409871
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409872
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409873
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409873
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409874
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409875
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409875
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409875
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409875
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409876
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409877

Figure 210 Each set of points has the same cross ratio and are related via-iine
[T (0T L= o3 1Y/ Y 2-11

Figure 211 For every octave of scale space the initial image is convolved with Gaussians of
varying standard deviations and subtracted from their neighbors producing a DoG
0372212 11 S 2-12

Figure 212 Maxima and Minima of the DoG pyramid stacks are detected by comparing each
pixel with its 26 neighbors in 3x3 regioatsthe current and adjacent scales (D. G.
[0 T2 0V R PRP 2-13

Figure 213 Keypoint descriptorga created by computing the gradient magnitude and
orientation, Gaussian weighted by the pixels location, surrounding a keypoint. These
samples are then accumulated into 8 bin orientation histograms, which summarize a

4x4 subregion (D. G. LOWE 2004)........ccoiuiiiiieieieeeee e 2-14

Figure 214 Thousands of invariant keypoints generated and matched using the SIFT algorithm.
....................................................................................................................... 2-15

Figure 2w p PGAEATAYy3a wa{59 Ia | aSiaNR OGhelegor Odzf £
(o101 Y PP TPPPTTRPPPIN 2-23

Figure 216 A) A dataset with outliers; B) Shows how a line can bemé&ted with the minimal
number of two points and how the inliers are tallied; C) Shows how two close points
Oy LINPGARS LIR22N) SEGNI LRtIGAZ2Y YR t26 AY
fOr CUlliNg the OULHEIS.........eiiiiiiie e 2-24

Figure 31 In this Pseud€olor composite of the WASP SWIR/MWIR/LWIR composed as an RGB
image stack, the Northern Bldg at tManLare Plant (Red Circle) was recently built
and is evidently made of a different material than its neighbors...................... 32

Figure 32 The process for relating an image to a model when the camera pose is known starts
with changing the orientation of the model to mimic the known sensor view. Then
the extraction and matching of similar features from the geaand model can occur
in similar 2D construct. These matches are then used to refine the model pose (due
to IMU/GPS precision error) for final projective texturing of the image on the model.

Figure 33 Even rudimentary models textured with images (top) can be used to simulate the 3D
effects of scene projection, shadowing, and occlusion evidathin real images
(bottom) and can thus allow for precise 2D registration.............cccccceeeeieeeeeeennd 34

Figure 34 The general process utilized to register images to GIS modeled scenes....... 35

Figure 35 The topmage with initial IMU/GPS pose and the bottom after affine correction.
Both images are displayed in Google Earth with 30m accuracy terrain and detailed
Pictometry model of the VanLare Site............ccoooiiiiiiiiiiiiii e, 3-7

Figure 36 Comparison of Registered VNIR WASP image (outlined in green) overlaid on its initial
location (outlined in red) with the detailed site model@E.......................coo.... 3-8

XVi


file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409878
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409878
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409879
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409879
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409879
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409880
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409880
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409880
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409881
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409881
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409881
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409881
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409882
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409882
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409883
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409883
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409884
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409884
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409884
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409884
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409885
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409885
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409885
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409886
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409886
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409886
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409886
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409886
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409886
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409887
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409887
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409887
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409888
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409889
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409889
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409889
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409890
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409890

Figure 37 The basic process for relating images to a model when the camera pos@&aswmn
The main difference here is that the initial camera pose must be solved for using
correspondences or user manipulation of the model pose. At this point the process
then mimics the one described earlier in Section 3.1.......cccccccveeeeiiiiiiiinnnee. 3-10

Figure 38 Algorithm 7.X The Gold Standard Algorithm for estimating P from world to image
point correspondences irhe case that the world points are very accurately kn@wvn.
11

Figure 39 This simple graphigsplays how a linear estimate of a nonlinear function can
provide a rough estimate of the local/global minimum location, within some margin
(0] I =T 1 o] PP 3-15

Figure 310 On the left is the working image with the same 12 locations selected as on the
model; these locations are twice the number required for resectioning with a model

(SO = TSRS 3-17
Figure 311 On the left, the DLT provides a good starting point for LMA to optimize a solution.
....................................................................................................................... 3-18

Figure 312 The figure above show a 2D SWIR image (A) and an image projection of a 3D model
that was textured/attributed using the same LIDAR SWIR intensity returns that were

utilized to create the facetized 3D model..........cccccovvveviiiiiiiiiiiiiiiiiiene 3-19
Figure 313 The results of automated registration (using SIFT & RANSAC), between the 2D SWIR
image and the 3D LIDAR model are apparent............cccccuveeveeiiieeeinnniiciiiinene, 3-20

Figure 41 This graphic depicts the six basic steps required for relating multiple images to
recover sparse structure via the Bundle Adjustment process. Once invariamtefgat
are extracted and matched, a linear estimate of the 3D point set is fed into a Bundle
Adjustment process to simultaneously optimize the model points and camera
(02 Tz U 0T =T PP -2

Figure 42 The epipolar relationships of the cameras, image points, and model points.4-4
Figure 40 | F NI f S@& -BointEFAn@amSrEMaixXudingTRANSAC.................: -5

Figure 44 Process for tiling images larger than 2kx2k for SIFT feature extraction and matching.

Figure 45 Displays the utility of RANSAC plane fitting to SPC terrain data for outlier redoval.
8

Figure 46 Rectification of the matches must be performed for accurate 3D estimation of the
S U EEEU PR SSPPPPRR 4-9

Figure 47 The 3D estimate of structure is dependent on the baseline between the images, so
corrections are required that change the image pixel locations to be aligitbdhe
flight line path. This amounts to a coordinate system conversion of the matched
locations to one that is defined by the axes connecting both camera location at the
tiMe Of ACQUISITION........cciiiiiiiiiieeeeeeeeeeeeee s 4-10
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Figure 48 The overlapping images above (red & yellow) are registered and have matches that
are common to all (cyan). These common locations can bigeutilized for 3D
registration or as seeds for the DPC extraction process (Section 4.3.3)....... 4-11

Figure 49 Once the image bundle is optimized using SBA, it is possible to relate the images,
cameras and 3D point cloud into a 3D mathematical framework to determine the
region of overlap for DPC interrogation and additional processing............... 4-12

Figure 410 The basic process for developing Dense Point Clouds using Epipolar relationships
DEWEEN MAJES. .. oo ————— 4-13

Figure 411 Example showing the angular diversity required to recover 3D Teroam f
AITDOIME IMAGEINY .t e e e e 4-15

Figure 412 Thousands of invariant keypoints generated and matcitsaog the SIFT algorithm.

Figure 413 Depiction of the Fundamental Matrix constraint beem images which is used for
(o101 =T =] 41017 1 S PPPUPPPPRRRRR 4-18

Figure 414 Graphic showing two collecti@tations of an airborne sensor utilized to recover
D SHTUCTUIE..... ettt e e ettt e e e e e e e e ara e e eeas 4-20

Figure 415 Correctionare required to compensate for aircraft pitch, yaw, and roll and flight
line orientation as discussed earlier in Section 4.2.1.3. These are done by projecting
the matches onto a virtual focal plane and then transforming them to a coordinate
system alignig the xaxis to the flight line connecting the two image centers.4-21

Figure 416 TheinterinB & G A Yl 6Sa 2F (GKS F2dz2NJ AYRA QDA Rdz f
(o= 10 g [T = B (o Tox= 11 0] o NSRS 4-23
Figue 417 Example results of the Sparse Bundle Adjustment process on the Sparse Point

Cloud. Here the absolute global coordinates (A) can be compared to the facetized
surface (B), visualized in Google Earth (C),-praogcted back into any of the images

contained within the bundle (D)............oooiiiiiiiiiiiieeeee s 4-26
Figure 418 The image derived SPC mesh fidelity canifeetty compared to both Hiidelity ~1
[m] LIDAR terrain and a-falelity ~30 [m] Digital Elevation Map...................... 4-27

Figure 419 Left: Image with single point chosen. Middle/Right: Corresponding epipolar lines in
(o)1 01T T 0 0= Vo T SO URPPRTRY < =242

Figure 420 Left: Initial estimate of the structure of the dense point cloud from three images.
Right: Result after SBA, world coordinate mapping and projective image textuting.
30

Figure 421 Resulting 3D structure recovered from three overlapping images using Dense Point
Correspondences (The model providiey Pictometry is embedded within Google
BarTN ) e 4-31
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Figure 422 Matching between a nadir droblique images using ASIFT and then RANSAC with
the Fundamental Matrix as the fitting model (Images courtesy Pictometry Int.
[(d e (0 g L= 1 VA2 1 0 ) ) T USUURUSSRN 4-32

Figure 423 Growing 3D depth maps based on the initial SPC results and epipolar relationships.
In the upper left inset, the 3D SPC is projected back onto the base image. For these
locations the deth information is already known (upper right) and can be used to
constrain the matching locations in the other images (lower left) to follow a general
SUITACE TUNCHION. ....ciiiiiiiiiitee e 4-33

Figure 424 The structure and composition of a Bundle Adjustment Jacobian matrix..4-35
Figure 425 The structure and composition of the normal equations (~Hessian matrix3-35

Figure 426 A sparse matrix obtained when solving a modestly sized bundle adjustment
problem. This sparsity pattern is of a 992x992 normal equation (i.e. approx. Hessian)
matrix, where ltack regions are nonzero blocks. (Lourakis and Argyros 200936

Figure 51 The basic proces$sr relating 3D models and structure using a 3d Conformal
transform. As in the previous sections, the key here is to relate similar features
within the two datasets in order develop a mathematical relationship. The only
added complexity is in the addinal dimensionality and possible feature disparity of
L[S0 F= L= TS 5-2

Figure 52 The Midlandite SPC (top) resulting from BA of tens of thousands of 3D points
compared to the millions of 3D points embedded within a LIDAR DPC (Battds.

Figure 53 Relating the SPC pts to DPC points via an iterative nearest neighbor approaéh.

Figure 54 The image derived SPC mesh above is compared to a LIDAR derived DPC mesh below
for comparison in Meshlab. The absolute coordinates of the image derived results
are only as accurate as thegpected location of the base image, so a final
translation, acquired from the matched locations (right), may be necessary..5-7

Figure 55 The results of the linear 3D Translation and Meshlab (Pisa 2010) implemented ICP
nonlinear refinement can be visualized above. Note the general agreement between
LIDAR and SPC surfaces as they fight for \is#ilioss the scene..................... 5-8

Figure 56 This illustrations shows the initial LIDAR DPC with graystansity attributed
points on the left. This can be utilized to produce a clean facetized model utilizing
GKS FdzikK2NRa a!¢[!. O2RS I 4..aK248y.50y GKS

Figure 57 This graphic portrays a manual feature correspondence generation that can be used
to relate a Faceted Model to a LIDAR DPC that has been facetized. Once
accompished, the initial relationship is improved through nonlinear ICP anab4@.

Figure 58 Tte graphic above shows how the Conformally transformed site model can then be
placed on the same LIDAR dataset that was now used to create a@&adheterrain

XiX
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Figure 59 The Bundle Adjusted VanLare Site SPC (top), was projected back into the base image
(Middle) and can then be compared directly with the FM where the base image is
used & a UV texture on the terrain (Bottom).............covvvvvvvvvivieeeeiieeiiiniiiniinnnns 5-13

Figure 510 The Control Points used to relatee t6E and AANEE models (top) and the
resulting transformation of the local points into Global UTM coordinates when

compared to their matching Google Earth locations (bottam)........................ 5-16
Figure 6m adzf GAY2RIFf AYlF3S aeyikKSaArAa dzaAy3d 5Lw{LL
MIKE GAITIEY......eeeeeiiiiiiiieiiie s e e e e e e e e e e e e e e e e e e e e e e e aaaaaaaaaaaaaaaeaeees 6-1

Figure 62 Multimodal imagery registered to GE textured terrain using user assisted GCP
selection and overlaid upon the initial sensor derived (IMU/GPS) btoloadinate
predictions. The inverted contrast of water in VNIR and Infrared is circled...6-2

Figure 83 This figure illustrates the MSRA Approach to 3D Multimodal Registration, where A) is
the modeling phase, B) is the physics based simulation phase, C) is the 2D image
registration phase, and D) is the Image archival phase onto a model............| 6-4

Figure 84 This flowchart illustrates three different paths for generating geometric models for
DIRSIG simulation. From letib-right they are Existing/User Created, LIDAR Derived,
and Multiview Image Derived models with varying degrees of fidelity............. 6-5

Figure 65 This HFidelity model of the VanLare Waste Water Processing plant is representative
of an existing geometric model placed in Google Earth that utilizes UV mapped image
textures for aded realism (courtesy Pictometry Int.).........ccccveeeeeiieeinnnnniinnnee. 6-6

Figure 66 This illustration depicts the processanlding spectral reflectance curves to a
realistic scene model in DIRSIG using Hyperspectral or Advanced Spectrometer Data
(ASD) to properly simulate material appearance in various spectra............... 6-7

Figure 67 lllustrates the UV Texturing process: A) The wireframe model, B) The faceted model,
C) The UV textured Model, D) The flattened (unwrapped)ehaith overlaying
image texture, and E) The textured wireframe model..............cccoeeeeiieeen. 6-8

Figure 68 This grphic illustrates the process used to turn a UV Texture map (A), into a
material class map LUT (C) by first segmenting the image wHe@als classifier

(= P PEEPRTR 6-9
Figure 89 This flowchart depicts the process utilized for DIRSIG model creation using hybrid
Models and IMagENYi........ciiiiiiiieeeiiiee e ee e D711

Figure 810 This figure illustrates the process utilized to register a site model (A), to a faceted
LIDAR dataset (B), to assess model fidelity and to ensurepbaplding placement
and dimensions (C). Finally the model is placed on the bare earth LIDAR terrain (D) to
create a hybrid scene using both the LIDAR terrain and Image derived building

MOAEIS .. 6-13
Figure 611 Example geometric shapes that could be used to represent tree foliage when
paired with LIDAR POiNt retUIMS..........ccooiiiiiiiiiecieeeeeeeeeeeeeeeeeeeeeeeee e 6-14
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Figure 612 The process by which a LIDAR Return Point Cloud (A), can be transformed into
model facets textured with @ imagery of the forested terrain (B). The results of
this process can be viewed above in MATLAB (C) or Meshlah.(D)............... 6-15

Figure 613 The final model of the VanLare site, as viewed in Blender, using manually derived
multiview imagery building models (courtesy Pictometry Int.) and LIDAR derived
terrain and tree MOAEIS. .........uuviiiiii i 6-16

Figure 614 This flowchart depicts the process utilized for DIRSIG model creation using LIDAR
(o F= = U= U [0 [T = Vo =T Y 6-17

Figure 615 This graphics shows the 3 stages in transforming LIDAR data from a Point Cloud (A)
to a faceted model (B), and finally texturing that model with the intensity return of
the LIDAR HSEIF (C)eeereiieeiiiiiiiiieee ettt e e 6-18

Figure 616 The LIDAR Direct process involves utilizing Imagery (A), to create a material map in
order to physically describe the site. Here, automated segmentation of the terrain
(B) is used in concert with user assisted ID of sagenBls (C)............oeeeevvvvnneee. 6-19

Figure 617 By using the spatial, brightness, and facetized charactergtibe LIDAR returns,
aggregate material identification for DIRSIG should be possible................... 6-20

Figure 618 The relative quality of terrain information as derived from LIDAR, Multiview
Imagery, and RADAR reSpectiVRIY.........c..uuviiiiiiiiiieeee e 6-22

Figure 619 The ability to use Multiview Imagery derived Surface Elevation Maps to
orthorectify an image iS ShOWN @abOVe............cccciiiiiiiiiii e 6-23

Figure 620 The physics based simulation process that DIRSIG utilizes for synthetic image
generation (Digital Imaging and Remote Sensing Laboratory 2006)............ 6-26

Figure 621 The general process involved when associating emissivity curves to intensity values
from an image texture map. lHea region of interest was extract from the image
and compared to the 44 curve emissivity plot (bottom) and the DC Histogram (right).
Ideally, a simulation could link every DC value to a specific emissivity curve (i.e. 256
CUIVES NEEAEA NEIE)... ..o 6-28

Figure 822 When only one emissivity curve exists in the material file, all of the image texture
intensity values will be associated with only the singular curve. This will result in no
GSEGAZINE AYyTF2NXIFGA2Y aO02YAYyA..0.KNRJAEBIE AY

Figure 823 The resulting emissivity expansion of the original gravel roof material from 44
CUIVES 10 400 ... ettt e e e e e et e e e e e e e e e e e e e e eeeennnnnns 6-30

Figure 624 The simulated DIRSIG images above illustrate the need for material files with
numerous emissivity curves to allow proper reconstruction of image texture within a

Figure 825 The Hybrid DIRSIG model of the VanLare Water Processing Plant shawn at a
oblique view. From this vantage it is possible to see the detail on the sides of
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buildings, but, the tree facets are reduced in size due to the cosine viewing efect.
32

Figure 626 In the figure above, the Southern (left) and Northern (right) sections of the VanLare
plant are again visible at an oblique angle, but, now in slightly greataildet...6-32

Figure 627 On the left is a contrast enhanced image of the VanLare plant takdme WASP
imaging system, while on the right, is similarly enhanced DIRSIG simulation of the
same site using the WASP view and the Hybrid model of the.site................ 6-33

Figure 628 The Northern portion of the VanLare Plant around the Smokestack and storage
vats, imaged by WASP (left) and simulated by DIRSIG (right)............c........ 6-33

Figure 629 The Southern portion of the VanLare Plant around the administration buildings,
imaged by WASP (left) and simulatedDIfRSIG (right)........cccoeeviiiiiiiiiiiiennnn 6-34

Figure 830 On the left is an image of the VanLare plant taken by theRABVBIR sensor, while
on the right, is a DIRSIG simulation of the site, in the same spectral region, using the
WASP view and the Hybrid model of the Site.............cccciiiii 6-35

Figure 631 The LIDAR Direct process involves utilizing Imagery Textures and Materials Maps
(A), with user assisted identification of dominant site materials (B) for ingestions into
DIRSIG tphysically simulate the Site (C)....coeeiiiiiiiiiiiiiiieeeeeeeeeee e 6-36

Figure 60 H ¢KS [L5!w 5ANEBOiity té reahifhdg®y isiréadilgzppaient.2 y Q &
The ability to relate LIDAR derived models, textured with archival imagery, to newly
acquired images is key to the model centric approach.............ccccccceeeeennnn 6-36

Figure 633 DIRSIG simulated image in the SWIR region (A) compared to an actual image from
the WASP sensor acquired in the same SWIR region and from a simiémacam
POSItioN aNd OFENTALION............cciiiiiiiiiiiiieieeee s 6-37

Figure 634 The basic process for relating multimodal imbgedles utilizing DIRSIG. Here the
Y2RSt aK2¢g @I NRA2dza aO02f 2NBR¢ OdzoSa GKIF{
be projected into an image of various modalities............cccceeeviiiiiiiiiiieeeennennn. 6-38

Figure 635 The images above show the initial WASP SWIR image paired with its DIRSIG
simulation and the initial features matched using SIFT (A), the outliers removed using
RANBC with the PMatrix (B), which were supported by using RANSAC with the M
Matrix (C), and finally where the largest contributing error match was removed using
RMSDE GNAIYSIS. . .ituiiiiieiieiiiiie et e e e e e e e e e e e et e e e e 6-45

Figure 636 In the left plot, the initial RMSDE is plotted w.r.t. the number of good matches.
After the largest error contributor was removed, the data was used tatera new
model with error distributed slightly more linearly..............ccccoviiiiiiiininninnnnnn. 6-47

Figure 637 The results dhe transformed DIRSIG simulated image (right), when compared to
the WASP SWIR image (Ieft)..........uiiiiiiiiiii et 6-47

Figure 638 Here a WASP SWIR image of VanLare can be compared to the LIDAR Direct DIRSIG
SIMUIALION O The SIEE......uiiiiiiiii e 6-49
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Figure 639 The Sequence above illustrates the features extracted using SIFT (A), outlier
removal using RANSAC (B), and the final transformation using the resulting good
matches (C), which resulted in spixel registration aagracy..............ccceeeeeeenn 6-50

Figure 640 By ray tracing from the camera to the simulated image correspondenagdn it
is possible to isolate the 3D model location of interest for use in pose estimétiah.

Figure 6n M ¢t2 20GFAY GOSNUSE GSEGdzNBE 201 GA2ya 1
the camera and then projects the 3D model onto a 2D image. The projected model
vertex locations on the image are tlectexture locations.............ccccceeeeeeinnes 6-55

Figure 842 This series of snapshots show how the matches frenb#se image can be
directly related to the 3D SPC model and then used as the vertex texture locations
gAGK GKS o6lasS AYF3IS (2 ONEBLAUS..40KS6572RSt Q&

Figure 843 This figure shows the IR Attributed LIDAR model from a NADIR (right) and an
ODNQUE (IEF) VIEW.....eiiiiiiee e 6-59

Figure 644 A summary of the DIRSIG Rosetta Stone strengths regarding multimodal image
(=10 |55 (=11 [ o 6-61

Figure 71 Relating the cameras, images, and structure to a World Coordinate System
augments the mathematical relationships developed in Chapter 4oimpming it
with the 3D Conformal techniques of Chapter 5 within a GIS construct.......... 7-2

Figure 72 The relationships between the 2D/3D Homographies (H), Projection Matrix (P), and
ColiNEArItY EQUALIONS........eeiiiiiieeiiiiiiiiee e e e 7-4

Figure 141 The Essential Matrix relates the two images using a simple 3D translation and
rotation Of the CaMEraS..........couvuiiiii e e 14-8

Figure 14 ¢KS 3INILKAOA | 020S aKz2g¢g (GKS NB&dr Ga 27
Figure 143 The SPC (top) and resulting mesh (bottom) from the Bundler SBA process (Snavely,
Bundler 2010) using VNIR images from the WASP sensat......................... 14-12

Figure 151 An illustrative example of IR image fusion in the form of a pseotly image
stack. Circled in red is a new building that was constructad filifferent material
(green metal) than the surrounding brick buildings with gravel roofs............. 151

Figure 152 By using a model (left) and related image (middle) it is possible to produce a
realistic scene (right), as visualized using one of the demonstration tutorials within
the IDL programming environment (ITT Visual Information Solutions 2008).15-2

Figure 153 These multimodal models have been textured with image segments on each facet
(visibleleft & thermakright)........ooveeiiiiii e 153

Figure 154 This realistic Pictometry model (Pictometry @paitilizes UV mapped oblique
imagery to texture its facets and was then inserted into Google Earth (Google Earth
2010) using @ KML deSCHPLION........ccciiiiiiiiiiie e 154

XXili


file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409972
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409972
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409972
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409973
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409973
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409974
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409974
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409974
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409975
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409975
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409975
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409976
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409976
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409977
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409977
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409978
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409978
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409978
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409979
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409979
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409980
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409980
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409981
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409982
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409982
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409983
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409983
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409983
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409984
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409984
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409984
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409985
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409985
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409986
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409986
file:///C:/Users/Karl%20Walli/Documents/Research/Dissertation/Multimodal%203D%20Reg%20-%20Walli_proof.docx%23_Toc269409986

Figure 155 lllustrates the UV Texturing process: A) The wireframe model, B) The faceted
model, C) The UV textured Model, D) The flattened (uwrapped) model with
overlaying image texture, and E) Thetteed wireframe model........................ 154

Figure 156 Here the same model has been textured using a priojetbol in Sketchup
(Google Sketchup 2009) and then imported into Google Earth (Google Earth 2010).

Figure 161 The DIRSIG Simulator Editor provides access to various components of the
(ST 0Te | = 1 s PRSPPI 16-1

Figure 162 The Geometry tab (A), in the DIRSIG Scene editor, references the model geospatial
and directory location, while the Material tab (B) links to the scene materials
description file and emissivity file direCtOry.........ccoevvvviiiiiiiiiie e, 16-2

Figure 160 2 A0KAY (GKS {OSyS dat NPLISNIié aletiad GFo (K
al L) RSAONALIIAZ2YyE F2NJ GKS aadsS 6/0 yR ¢SE
tightly coupled within DIRSIG for physical scene description........................ 16-3

Figure 164 The Sensor Editor has links to a Mount Editor (A) and the Imaging Camera in the
Left Panel. As seen here, the Mount interface was utilized to capture the sensor
viewing angles whictvere retrieved from an Inertial Measurement Unit........ 165

Figure 165 Within the Camera Instrurgei SRAG2NE GKSNBE Aada 'y GSRAG:E
(B). Pressing this button will bring up the Focal Plan Edit menu with additional
buttons for editing the Detector Array (C) and the Response Curve.(D)....... 16-6

Figure 166 The Focal Plane editor buttons bring up the Detector Array editor (C) and Detector
Spectral Response editor (D) windows jethallow a great deal of flexibility in
defining the sensor specific design characteristiCs.........ccoceveevviiiieeeiieeeeeeee... 16-7

Figure 167 The Platform Editor allows for the designation of geospatial position information,
such as Latitude, Longitude, Altitude and the orientation information of the sensors
External Orientation Parameters, such as Pitch, Yaw & Roll....................... 16-8

Figure 168 In order to properly inject the WASP GPS/IMU data into DIRSIG it is essential to
convertfor any local coordinate translations, sensor angles and Geoid offsets. For
the VanLare site, this offset accounts for 36 [m] higher flying altitude........... 16-9

Figure 16 5Lw{LDQa p aS3aIr{O0SyS ¢AfSa 002dz2NlIiSae a
Rochester and include a variety of environmental settings, including residential,
agricultural, industal, and lake frontage. The VanLare test site is indTile....16-10

Figure 1610 The AtmospheriConditions Editor allow for designation of the Weather
conditions at the time of the collection and the designation of Radiation Transport
parameters via MODTRAN Tap@les............ccceeeeeeeieeeeeeeeee 1611
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Figure 1611 The Data Collection Editor allows the user to designate the day and time of
collection; this is essential for properly casting shadows onto the scenetfrem
COITECt SOlAr POSILION.....ccceiiee it 16-12

Figure 171 This flowchart provides a snapshot of the tqmisvided for image registration and
the related file SITUCTUE.........uuviiiiiii i 17-1

Figure 172 This flowcharprovides a snapshot of the tools provided for SPC Generation and
the related file SITUCTUE.........uuviiiiiiie e 17-2

Figure 173 This flowchart provides a snapshot of the tools provided for Pose Estimation and
the related file StTUCTUIE..........cooo i 17-3

Figure 174 This flowchart provides a snapshot of the tools provided for Model Registration
and the related file SIUCTUIE..........uurueerrrr e 17-3

Figure 15 This flowchart provides a snapshot of the tools provided for LIDAR Processing and
the related file StTUCTUIE...........oooo i 17-4
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Glossary

Bundle Adjustmen A photogrammetric process utilized to relate multiple cameras, images
FYR GKS NBadzZ GAy3 aLl N&ES adNHzOGdzZNBE o0& az2ft @gay3
w.r.t. corresponding image control points.

Dense Point Cloud (DPCAn array of 3D pats, that is often associated with a LIDAR dataset
and is described by a global coordinate system.

Discrete Linear Transform (DLTA. linear techniquéhat can provide an initial estimate of a
solution space that is often desired to seed a #ioiear ogimization algorithm

Exterior Orientation ParameterEOR. These parameters refer to the location of thamera
fSya w-X I %8 YR UKS 2NASyGldA2y .2F GKS OFY

Faceted Models (FM)This refers to the traditional computer graphics models that contain
vertices and facets to represent the 3D structure of a scene.

Interior Orientation ParameterglOP. These parameters refer to the intrinsic properties of
the camera and include focal length, principle point, focal plane skew, and radial distortion

LevenbergMarquardt Algorithm (LMA).A robust nonlinear optimization teciique often used
in computer vision problems for estimating the solution to nonlinear least squares problems.

Random Sample Consensus (RANSAQEechnique for robustly removing outliers from
dataset. It does this by minimally sampling the data astiatlly significant number of times
to create a mathematical model that maximizes the number of inliers within an error region.

Space Resectioning. LIK2 02 3INJF YYSGNE GSNYXY GKFG AYLX AS& a:
relating points in one image to thoseamother, or to a model.

Sparse Bundle AdjustmentBg).¢ KS GSN)X aall NES¢ KSNB NBftlFGSa
techniques utilized to solve for extremely large, but, weakly correlated parameters involved
when solving for most Bundle Adjustments.

Sparse PoinCloud (SPC)The array of 3D points locally defined within a 3D coordinate system.

Sparse Structure Bundle (SSBis includes the entire bundle of sparse structure, images and
related camera positions within a common and local 3D coordinate system.

UV Texture Map A standard technique in the graphic modeling commungtgdto realistially
texture 3D models. Thtechnique maps a composite texture, mapped in the normalized
WadaE Q12 GKS GSNIAOSAE 2F aStSOdG Y2RSt FIF0OSGarT

World Coordinate System (WCSJ)he absolute coordinate system linked to the global grid.
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1 Introduction

1.1 Use oflImagery Data is now Mainstream

Over the cowse of the last decade, the use of imagery based products from airborne and
satellite platforns havebecome mainstream. @plications like Google Eartkaps (Google

Earth 2010)nd Bing Maps(Microsoft Corporation 2010allows a user toplan travel, assess
realestate, teach their children geography2 NJ @A adzl t AT S GNASINSSE (KB d2d
happening in the worlét the click of a mousbutton. The ability toseamlessly viewhundreds

of integrated image producti® visual database§ & GKNRB gy 2LISy GKS R22NX&

FTASEt Ré andlysisjvdgratdriyRision, and database archival.

The VanLare Water Processing Pla@oogle Earth Software View

Figue 1-1 ¢ This Google EartfGoogle Earth 2010)iew of the VanLare Site contains afidelity model courtesy Pictometr
Int. (Pictometry 2010y YR A& NBLINBaSyidldA@dS 2F GKS NBFIfAaGAO NB
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Along with this keen new interesty the general populatohA Yy aSSAy3 | Go6ANRQA
world, comes new mathematical advancements from the field of computer vision that are
allowing robots to perceive their surroundings and avoid obstacles. What do these two
observationshave in commofd Theyboth requre the processing ofarge volumes of imagery

that are captured from a multitude of vantage points, registered together, and providkxtal

or global 3D coordinate systems that allow for integration, fusion and archival.

1.2 The Problem

Although great sides have been made in the automated registration of grayscale imagery from

similar viewing geometries, there are still great challenges in developing robust automated
techniques for registering images taken from varying viewing geometries and from dtffere

spectral modalities. The challenges for 3D multimodal registration are many and are directly

linked to theangular and spectralisparity of he datasets themselve®/an Nevel 2001) The

3D influences of the scere-sensa viewing geometry creates occlusions and parallax effects,

the changing solar illumination causes varying shadow positions, and the diverse appearance of
GKS a0SyS RdzS (G2 | &aSyaz2Nna aLlSodNF f NB & L2

automaticallyregistering and relating remotely sensed imagery of a &itgutel-2).
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3D Projective Effects Multimodal Appearance

_ VNIR

7

N MWIR

Figurel-2 The registration challenges resulting from viewing geometry including parallax, occlusiomag@wing (left)
and spectral diversity (right) are visible above (synthetic SAR and Pl images of VanLare courtesy Dr Mike Gartle

1.3 The Solution

For decadesimagery analysts (the author included) havied to register imagesvithin a 2D
construct only to fad that this solution space is barely adequate to accomplish the task at hand.
It should always be kept in mind that an image is a projection of the 3D world from a certain
vantage point. This 2D projection contains all of the 3D influences of the amamt including

the terrain, foliage and the buildingsA 2D solution to relating imagery is only justified when
these images are taken from similar vantage points or if the 3D influences are negligible, such
as when the terrain is flat or if these inflnees have been removed through orthectification.

It should be no surprise to those that have been frustrated with the limitations of 2D image

registration, that this3D problem necessitates a 3D solution
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In previouswork by the author(Walli, Multisensor Image Registration utilizing the LoG Filter
and FWT 2003h case study was developed that demonstrated the results of an automated 2D
image registration algorithm over aarban section of San Diego, @#at contained arge
amounts of terrain relief and building parallakigure 1-3). These images were taken with
enough angular disparity to exhibit significant amount of parallax, thus frustrating automated

registration attempts with low error.

The Limitation of 2D Image Registration

# of Matches

San Diego, CA : AN

0 5 10 15 20
RMSDE = 5.71031 (pix)

Figurel-3 This graphic shows the result of registering two images of ®&go, where ~75% of the correctly matched
features (red squares) were discarded in a vain attempt to obtain subpixel registration accuracy to a 2D model.

In this example, the 1 meter resolution Ikonos imag@pgoEye, Inc 201®as used to btain
~200 good feature matches. Unfortunately, these correspondenesslted in a rather poor
error analysisresult, when attempting to relate them using 2D transformation. Even after

considerable refinement/culling of ~75%f the matched feature locations, through error

1-4



analysis and removdkovered in Sectior2.5), the final registration provided only mediocre
results. This is because the 2D solution space was inadequate in its dimensionality to
encompass the matched features, which wéighlynonplanar. This dilemma provided a great
deal of justification for the authr to pursue a full 3D solution to the image registration
problem especially as it pertained to the challenges of accurately fusinfimodal imagery

data for the project described belaw

1.4 The Advanced ANalyst Exploitation Environment (AANEE)

The AANEE pgram was conceived by Dr John Schott as a demonstration of what could be

F O02YLX AAKSR A PoftheK Sl OdzANBE @ ya KSKEES® a0SyS Y2RE
and process modeling were combined in a seamigdsial environment for an intelligece

analyst. The main thrust of this project is to immerse an analyst within an environment where

the dateasets arearchived in a visual database that is easynteract with andwhere the data

can be interrogated in an intuitive fashion.

In the world ofAANEE, a user could fly through a scene, stop at a building of interest and click
on a wall. Once this done, the building wall would verbally tell the user when it was made
along with other historical facts. The user would then have-goWn menu opions that would

allow for temporal playback of imagery that might highligimty change to the buildingver

time. Addiionally, the user may requesimagery that has been collected in muitiodal

spectra other than the traditional visual RGB or Panchtamsmndsshown in Ggure 1-4).
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Hgure 1-4 ¢ The scenes above show the same model of the VanLare Plant from within the AANEE software program
the accurate casting of shadows and the ability to predict occlusions due to the 3D modstecind landscape.

To enable AANEE to be more than just a game simulation environment, it is necessary to be
FoftS G2 dzaS GKS o5 aO0OSyS Y?2Rrdettlayed ofimagena { St S
products for immediate visual inspection and long term archival. Because once an imagery
based product is registered to an accurate 3D model, it is possible to regain the 3D nature of

the scene that was lost when the image was acquitad onlyif it is projected back onto the

model from the same vantage point that it was taken. In this manner, a 3D database of
archived imagery can be saved as image textures on the model and can be categorized

temporally, spectrally, and of course spatially €en inFigurel-5.
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The VanLare Water Processing PRAANEE Software View

Fie nput Scene View Controls Windows Help

!»" R
: Project Texture

J Projections
| Projecton Name

& ortholwir078
F ® | otho_VNRO4STt

») Basic info ) Postion ) Rendering

Figurel-5 - This view of the VanLare site from the AANEE software program contains projections of additional RGB
LWIRdatalBY wL¢Qa 2! {t aSyaz2Nl 208SNJ GKS aAdasS FyR GSNNI A

1.5 The 3D Model as an Archival Database

Recentadvancements in computer visigepipolar geometryprovide the ability to understand

and model our world in 3D. This allows eleganivreslutions to tough old image registration
problems such as understanding and compensating for the effects of scene projection while
relating common features from a database of images. Additionallyfidedity 3D model of a
scene can help predict anmditigate the effects of occlusion and shadowing if the orientation of

the model (pose) can be determined at the time of image acquisition.

Knowledge of these challengege ONRA G A OF £ F2 NJ dzy RS NA GO §yRANIFO Qi ¢
approach to registration ah so a significant portion of this documentilwbe spent in
developingtechniques(Chapters2-5) that will be utilized to mitigate these effectsThe need

for a 3D Modelfor accurate registratiorof most visible band imagery producis augmented

1-7



by the need for a physical model when registration of muoitdal imagery is requiredThe

author will show how physics based modeling of a scene using the Center for Imaging Sciences
(CIS) Digital Imagy and Remote Sensing Image Generation (DIRSIG) program can be utilized to
simulate multimodal imagery that is good enough to automatically register to real(&&tetion

6.3). This will allow for DIRSIG to act as a phyRoaktta Stone for relating a potentially large

rangeof disparate imagery products¢ KS WFERENA OQ | LILINR I OK G2 NBf

DIRSIG is utilized to enable muitodal image registration is covered in detail in Chapter

1.6 Summary

With the growing interest in integration and fusionof imagery based datafundamental

research is required in the vital area of mathematical da&fationship developmentand

database archival The author has been continually amazed atto® G Sy G ¢St € NBIA al
is taken for granted as an assumption in both fusion applications @rahge detection
scenarios.Neglecting the essential step developing a framework to properly relate the data

in a true 3D sense is to ignore the senaoquisition pose and the structure in a scene and the

effect that they can have on the finaégisteredproduct. Bothimage modality fusion and

change detectionalgorithms should perform at their best when the initial data has been

accurately related in[3.

The researchcovered hereindevelops the fundamental mathematical approaches and
techniques required to relate multimodal imagery and imagery derived products in 3D.
Additionally, it improves upon some well established methods for relating imageryederi

products, by applying new epipolar geometry and efficient mathematical techniques. Finally,
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value added research contained within this documernithe figue belowdepicts thefive major

subcategories that will be covered in this research and their related sections dotument

Chapter 2 Chapter 3
/ImageRegistration\ /Pose Estimation

)
=

2DImage.  5p Model
Chapter4 Chapter 5
(3DGZD Images\ KBD Rigid Body Reglstratlo\

-8

Pt Cloud Pose Model Pose
¥V
Chapter 6

a 3D DIRSIG Model )\

A@«% (v)‘

‘ ‘tf‘ IR
\ VNIR /

Figurel-6 Thefive primary areas of researchontainedin this dissertation are covered in Chapts 2-6.







2 Image Registration
Image registration, in a 2D sense, will always be limited by the 3D effeeisvafig geometry
on the target. Therefore, effects such as occlusion, parallax, shadowing, and terrain/building
elevation can often be mitigated with even a modest amounts of 3D target modeling. Once a
target is modeled and textured with representatiireagery, it is possible to orient the scene
based model to the same viewing perspective as any remotely sensed image to enable proper
registration.If done accuratelythe 3-D ambiguity between the model and the image can be
removed and the nely registerel image camow be utilized as an additional textutayeron
the model. If this is done with enough precision, the 3D information that was lost when the
image was acquired can be regained and properly relatedther imagery and dataof the

targetscene The basic process for registering two images is provided bel&rgure2-1.

S N S N

Target Images / Feature Extraction

Match Feature

N

Apply Inverse Transform Registered

\Develop Image Transforny \ To sample Original Images

Figure2-1 The basic process for automatically relating images.

/ \Correspondencey
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N

[Ty

IT]
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2.1 Invariant Feature Extraction

Due b the significant amount of research into automated image registration over the years,
there are several techniques that have been developed that work reasonably well. Currently,
the most robust techniques appear to be multiscale edge based techniquetdbeir robust
ability to extract repeatable structure from within a scene, even when relating multimodal
imagery. For this reason, the choice of filters to help identify and extract these invariant edge

features from images is a critical design decidmr any automated registration process.

In detailed experimentatioiK. Mikolajczyk 2002t was found that the maxima and minima of

a normalized version of thieaplacian of Gsssian LoQ produce the most stablenage features
compared to a range of other possible image functions, including the gradient, Heasdn,
Harris Corner DetectqHarris and Stephens 1988pue to the proven performance of the®G

filter and its Diference of Gaussian (DoG) approximation, to robustly extract invariant features

from imagery, these two filters will be explored further.

2.1.1 Laplacian of Gaussian (LoG) Filter

The idea for using edge detection filters for robust feature extraction was spawkdle
performing research into automatednage registrationWalli, Multisensor Image Registration
utilizing the LoG Filter and FWT 2003) quickly became apparent that the LoG filter could be
utilized to consistentlypinpoint features within an overhead image that might be utilized for
image registration. By applying a threshold to the LoG filtered image, it is possible to isolate
regions that have similar ratesf-variation within a scene and to do so in a repeatdil&hion.

¢tKA&a A& RdzS G2 UK $natara & e vaRacianSineh vihichipkoduses high
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output for well defined edges.Figure2-2 demonstrates the effect of the LoG filter on a
A8YUKSUAO RIFEGIFHasSd GKIG NBaSyof Sa G KSidifg®$d G SNI a

an overhead image.

a) Syntheticlmage b) Gaussian Effect c) Laplacian Effect

Figure2-2 Demonstration of the LoG filter effects on synthetic edge data.

The effect that the LoG filter has on an image is very similar to the ldiggiitness adaptadn

2T (GKS KdzYly SeéS oltaz2 (y2ey +a tFGSNIEt AYyKA
Evidence of this is provided by Gonzalez and Woods, when they maintain that certain aspects of
human vision can be modeled mathematically in the basic form efLibG equatiorfGonzalez

and Woods 2007) This phenomenon is demonstrated Figure2-3, with an exaggeration of

grayscale edge steps.

Grayscale

L.oG Edge-Exaggeration

Distance

Figure2-3 Edgeexaggeratbn resulting from convolution with a 1D Lo@tér
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The Laplacian is the second detiva of a function. This equation takes the following forms for

both the 1-D and 2D versionsas shown ir(1) and (2):

g | &

I’I’l 2

z @ z (

Additionally, his function can be approximated with the followingDl& 2D digital filtersas

sea belowin (3) and (4):

©)

(4)

A graphical rpresentation of the effects of this filter when applied to @1step function

(Figure2-4.a) that has been first convolved with a Gaussianpass filter Figure2-4.b)

f2tf25a® LG OFly 06S aSSy sKeé (KONRFRAPINABRIASC
detectors since the knife edge inpWigure2-4.a) goes to unity precisely at the zero crossing

between the posive andnegative peaks dfigure2-4.d.

Although the LoG filter can be easily deconstructed iti@omponent parts as seen belpwis

more commonly implemented in one convolution step with a kernel sintol&igure2-5.
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a) Knife edge input b) Gaus Low Pas<) 1st Derivative d) 2nd Derivative

Figure2-4 Visual effect of the Laplacian of Gaussian Filters in succession

TKS pEp FAELGSNI FLIWINRPEAYFGAZ2Y YR GKS daSEAOLY

0 0 -1 0 0
0 -1 -2 -1 0
-1 -2 16 -2 -1

N\ \f_ 0 0 1 |0 0

Figure2-5 A 1-D representation of theLoG function and the&eomposite 5x5approximated filter.

The Laplacian is very good at highlighting variation within an image. This result is useful if the
variation is equivalent to information content or edges, but, detrimental if that variation is
represented by noise. On its own, the Laplacian will acceatalh high frequency components,
including noise along with the edges. For this reason the image is first convolved with a

Gaussian filter, to diminish the effects of noise, before the Laplacian filter is applied.
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LoG Filtercd Image ~ GCP Thmhc:ld

Figure2-6 The results of the LoG filter and thresholding of maxima to create Control Points

The resits of the LoG thresholding process provide automated Ground Control Point (GCP)
feature extraction within each imageas seen irFigure2-6. Once these GCPs have been
identified, a point matching routineSection2.2) canbe utilized to relate the subset of similar
points from each image. These related points can then be used to develop a transformation

equation, for registration of the two images.

2.1.2 Difference of Gaussian Filter

TheDifference of Gaussian (DoG) Filter is an approximatiorhéoliaplacian of Gaussian Filter
(Gonzalez and Woods 2007).ike the LoG, the image is first blurred with a-fmags Gaussian
convolution filter which has an initiab Q® , , where the Gaussian is mathematically

described by,

Gaussian Y (V) P A &g ®)
Function "P
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The image can be smoothed using two different Gaussian wigth® ¢ Q) asshownbelowin

Equationg6) and (7).

Image

Blurred C agu '  auzmU (6)
W/, o

Image =

Blurred G au ' auzm
w/ , ¢

()

Now the Difference of Gaussian can be accomplished by subtracting the two blurred images

Dd; -~ v~ . . < . y <
hod G du ¢ @ Y VIR N IRy iV

npP

(8)

G
-DoG G  G»

DoG :Gz- Gj_

DoG (dashed)
Vs
LoG (solid)

Figure2-7 The 1D visualization of the inverted DoG as the result of subtragtiwo Gaussian kernels of different widths
(Drakos and Moore 2007)The inset graphic shows little if any perceivable difference between the LoG and DoG convc
kernels(Gonzalez and Woods 200Q7)

The DoGan be seen as the 1D difference between the two Gaussian kernel Widithisos and

Moore 2007)and is then compared tdhe Log Filter in the inset dfigure2-7 (Gonzalez ath
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